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Abstract

A portable lab environment for network level analysis is a necessary tool today for the
forensic analyst. With today’s malicious software and myriad of network aware client-
side software, one of the tools that should be in the forensic analysts’ toolbox is a
portable response system for data collection and analysis. This paper will explain how to
build a portable forensic workstation that provides several virtual environments installed
together with supplemental hardware, such as multiple NICs and modern managed switch
in order to provide a network forensic tool. VM’s will include pfSense 2.2 running in
transparent firewall mode along with other supporting packages, a network security-
monitoring platform. A cookbook approach will be used to explore common use cases for
the network and system forensic analyst, such as updating rules, sharing data among
multiple environments, extracting data from packet captures, and clearing out all of the
tools installed to start an investigation. This paper was written to provide a build outline
for using pfSense and Security Onion to achieve these goals.
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1. Introduction

There are many tools in the forensic analysts’ toolbox that focus on analyzing
the individual system itself, such as file system, deleted data, and memory analysis.
This part of the analysis process inherently limits attention to the system itself;
instead, it is often performed after the fact during an investigation, requiring that
the analyst interact with the system to some degree. Network level analysis can be a
compensating factor because network level analysis can improve data collection,
can minimally interrupt the suspect system, can provide reliable data to catch a user
or the system “red handed” and can be a tremendous ally in informing a systems
forensics analysis. Further, network analysis provides the ability to capture activity
that may never persist to the disk - a key capability for any malware analysis team.
Network analysis also can lend to protocol analysis and the ability to improve
anomaly and IDS signature detection, when the analysis team has visibility to the
system and the network for trace events that occur at nearly the same time.

When responding to an incident, one of the challenges is the system can
easily “lie” to the analyst as the system may be exhibiting rootkit behavior. The
network, on the other hand, cannot lie, because for any network aware software to
function, the network itself must function.

Enterprise grade network level port mirroring is a powerful capability - but
it has its limits. It must be setup and is a scarce resource. For example, CISCO
switches only support two mirror or Switched Port ANalyzer (SPAN) ports, and
security is fortunate to get one of them as they consume a valuable resource and can
be computationally intensive on the switch. While solutions like Gigamon can
provide multiple port mirror paths, they are also quite expensive. Lastly, these
solutions are typically implemented in the data center or at a perimeter point - not
in the field. Therefore, they cannot observe suspect traffic on an edge switch,
broadcast traffic that is stopped by a router, or localized malware that manipulates

traffic at the MAC layer.
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This paper provides a walkthrough for the DFIR community for building a

very low cost portable analysis capability that can be used in the field to collect real

time data for a suspect system with minimal change to the network environment.

The techniques herein can also be easily adapted for a malware oriented lab

environment.

2. Requirements Analysis

There are several requirements that a portable analysis and collection

system must meet in order to be an effective tool in the analysts’ toolbox. Each of

these requirements, in some way, provide for integrity of the incident response

process. The requirements listed below are based on the author’s 12+ years of

fieldwork as an incident responder working for EDU’s, NGO’s, commercial sector

and discussion with other IR team members.

Table 1: Requirements for a Portable Incident Response and Network Forensics System

Requirement

Purpose

Technology / Tool

Separate network

interfaces

Separate interfaces provide isolation, traffic
management, separate processing power,
collection specifically for network security

monitoring, and isolation environments.

Multiple NIC’s using USB or
other adapters — Examples:
StarTech USB/LAN adapter;
Apple Thunderbolt Adapter

Bridging stateful

firewall

Provide strong control, suspect client
isolation, all without requiring a change in
client IP address or changing the TTL value of
traffic. Also provides rich logging of any

observed traffic.

pfSense 2.2.4 to 2.2.6, not 2.3.
As of May 2016, ntopng is not
compatible with pfSense 2.3.

Analysis system
and supporting

tools

A network analysis system that can be used
to monitor all the network traffic to/from the
suspect system and provides NSM functions

(e.g., IDS, analysis, record keeping...)

Security Onion provides Snort,
BRO IDS, log management, IDS
rule updates, and PCAP analysis

suite

Securable host

system

The host system itself must be securable,

such as using whole disk encryption. It should

Mac Book Pro — selected

because of high-speed USB,
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Requirement

Purpose

Technology / Tool

also provide a usable platform for the analyst
to write notes, make screen captures,
interoperate with Windows and Linux

systems.

Thunderbolt Ethernet for full
Pcap monitoring, high res
display, and low susceptibility to

malicious software.

Common

collection point

For this paper, network forensics depends on
repeatable processes and data integrity will

be demonstrated

Share points through CIFS

Virtualization

Provide restartable and customizable

computing platform

Parallels or VMware Fusion

3. System Overview and Deployment

3.1.

Overview

The portable analysis system will meet all the requirements listed above, as

illustrated in “Figure 1: Logical Deployment Model” on page 4 and explained more

fully below.

Isolate and control access to Production Zone from Suspect Zone with

minimum impact: A transparent/bridge firewall provides an analyst with two

capabilities. The
configuration of the suspect
does not need to change,
which is easily detectable by
an intruder, may interfere
with normal IT operations
and is disruptive to the user.
Collect Best Evidence
network packet capture
data: For this solution, the

suspect zone will be

Production
Network

Switch Fabric

Production

‘ Production Uplink ‘

Network
Access

Stateful Firewall ‘

Zone

’ Production Uplink ‘ ‘ Production Uplink
\ 1
‘ Suspect Network
‘ Suspect Uplink Network Security
‘ Access Monitoring
Zone

Full PCAP (Read) Data Collection

(

Figure 1: Logical Deployment Model
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configured to segregate network traffic from the suspect to the production
environment. This mechanism allows the suspect system to be online, the network
security-monitoring platform to capture full content data, and for the NSM’s analysis
capabilities to only focus on communication to and from the suspect. One of the
challenges in a corporate or large network setting is reducing the data set for
analysis down to the suspect. By inherently limiting that access, the analyst can
preserve data solely related to the suspect from the beginning.

Secure data storage, tools preservation, and a common collection point:
By using virtualization techniques and a common shared directory structure, the
analyst can also preserve the PCAP data, the environments used to collect that data,
and the results of the collection process at a very low price point. Given the very low
cost of removable 1 TB hard drives, if there is a need to preserve a complete data set
and toolset for a case, all of the collected data, the OS images, and the VM

configuration can be stored for years after it is collected.
3.2. OS Image Deployment

3.2.1. MacBook Pro and Other Portable System Options

There are three main platforms available for the solution. Windows, Linux
and Mac 0S/X. Apple provides a unique capability for a portable solution with its
MacBook Pro system. As of April 2016, the MacBook pro has Retina display that is
the highest resolution on the market can be configured with PCI/e based SSD drives,
has two Thunderbolt 2 interfaces, two USB3 interfaces and an 802.11 a/b/g/n
wireless adapter. Having two Thunderbolt interfaces means there are two 10 GB
interfaces that can be separately managed for this solution and connected to LAN
connections through an inexpensive ($35 USD) adapter while other necessary ports
are unused. There are very few, if any, multi NIC portable computers in the size and
weight range of the MacBook Pro.

In contrast to Thunderbolt, the USB 3 specification provide up to 5.0 GB data
throughput. While it is true that inexpensive 1 GB USB interfaces are available,

overcoming multiple ports requires more hardware, hubs, power adapters, and desk
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space. For USB3, StarTech has a dual port NIC adapter described in this solution,
costing about $53 USD. Of course, there certainly are other options on the market
today. What is critical to the solution implemented is that the host system not be a
bottleneck to LAN and disk throughput. Thus, the MacBook Pro may be one of the

best options today for the configuration described.

3.2.2. Transparent Firewall using pfSense

A Transparent/Bridge Firewall! is different from a traditional firewall
because it is not a routable hop at Layer 3 (network addressing and routing)
between networks. A traditional routable firewall functions as a gateway, meaning
that it needs a routable address on each side, may perform address translation and
makes decisions on what traffic can flow. A transparent firewall functions at Layer 2,
a “bump in the wire” or a stealth device. It also does not change the Time to Live
(TTL) value, it can block traffic and it can cause significant network problems
because it passes Layer 2 traffic such as ARP requests and broadcast requests.
In this solution, pfSense is configured as a transparent firewall in order to meet the
requirements, and preventing the need to change the suspect system'’s networking
configuration during an incident. If pfSense were configured as a “standard stateful”
firewall, then a suspect would need to request a new address via DHCP or need
static IP configuration. This process would be disruptive, and easily detected by an
attacker.

In a lab environment, pfSense can be configured as a traditional stateful
firewall. This configuration will allow for a much wider range of security focused
pfSense packages installed in the environment as, such as HTTP caching proxy, SSL

interception, FTP proxy, and other features.

" This definition is adapted from the Cisco ASA product documentation, as the pfSense documentation

does not have a formal definition.
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3.2.3. pfSense Transparent Firewall Build Notes
An overview of the command and most recommended method for
configuring a transparent firewall using pfSense is examined, adapted directly from

an article posted to the pfSense forum (dadgbk, 2012)

1. Install pfSense with a WAN and LAN interface, validate that the system is
functional, and can perform DNS resolution. Save off this configuration as a
baseline.

2. Disable automatic NAT (but not the firewall itself). On the Firewall > NAT on
the Outbound tab, select “Disable Outbound NAT rule.”

3. VERY IMPORTANT: Go to the 'System -> Advanced -> System Tunables' and
setnet.link.bridge.pfil bridge from 'default' to '1'. Depending on
your specific setup, If you miss this step or do not do this very quickly in the
process, and the analysis system is connected to a live network, the system is
likely to flood both NIC’s with excessive traffic when the bridge is enabled
and push CPU > 75% and become unresponsive.

4. Bridge WAN and LAN by going to 'Interfaces — Assign — Bridges” tab,
selecting the WAN and LAN, and then save.

5. Create a third interface, which will be named OPT# (1, 2, 3 ...). Assign the
bridge to it by 'Interfaces — Assign — Network Port'.

6. Add an IP address to the bridge interface which is on the production
network; this IP is the one you will use to access the firewall long term. In a
portable configuration, a local IP will be needed. As an alternative, a fourth
logical NIC can be added and connected to the “host only” network for the
virtualization platform in use.

7. Add allow all rules to ALL firewall interfaces to avoid being locked out. Ifaces
OPT, WAN, and LAN. These will be adjusted later!

8. Set WAN and LAN interface type to 'none’, meaning that the IP address is

removed from the interface. (Under 'Interfaces' in GUI). If you have any error
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or problem and lose access from the Web GUI, an [P address can be assigned
back in the text mode interface on the console.

9. Disable pfSense’s DHCP server, which is normally enabled during the text
mode initial installation process. There is a checkbox on Services -> DHCP
Server to disable this service.

10. Confirm that the firewall is accessible on the IP assigned in step 5.

11. Carefully modify your firewall rules to be more restrictive (i.e., DNS, DHCP,
etc.)

3.2.4. pfSense VM Binding Notes
In order to use pfSense with virtualization solution, the logical interfaces (WAN,
LAN, and OPT1) need to be connected to separate virtual networks, which in turn are

bound to specific LAN interfaces. The WAN interface should be bound to one VM

network, which is in turn Pfsense Transparent Firewall Switch
. | Production
The WAN interface would VI\L/IJ;BtNIC (Izl\(l)ENE Port Network
) etwor
be accessible on the Port Access
L Zone
production network, which FW LAN Interface
FW OPT Interface Suspect
requires “allow in” rules in Options:
a ‘ USB NIC TWO Useazv:/?tr; or a— Network
the firewall, would also be VMNetwork TWO Crossover cable Access
Zone

used for software updates : ] )
Figure 2: pfSense and VM Network Configuration

and would make the

management console and ntop configuration visible on the “production” network —

isolated from the “suspect.” In this solution, it is bound to the first interface on the USB

dual NIC. The LAN and OPT interfaces are bound separately to another VM network,

which provides complete isolation from production, and prevents any potential issue with

bridged traffic. Further, this setup allows the suspect network to be connected to the

suspect PC through a switch or a crossover cable.
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3.2.5. Flow Collection and Analysis: Add NTOPNG in pfSense Image

A key component of this solution is a real time and historical visual analysis
capability to aid the forensic analyst. This capability is provided by ntop, which
provides a rich visualization capability of current flows, recent flows over the past
few hours, and can optionally be configured to record and show historical flow data,
albeit at a lower performance point. ntopng is an additional package and must be
separately installed. Unfortunately, as of July 2016, the pfSense 2.3 distribution does

not have an ntop package - thus, pfSense 2.2.6 is recommended.

3.2.6. Network Security Monitor: Security Onion 14.04 NSM Platform
Security Onion is packaged suite of network security monitoring tools that

include IDS provided by Snort or Suricata, full Pcap data capture, an interface to

Snort through Sguil, the Bro IDS, and log collection for all of its system components

through Enterprise Log Search and Archive (ELSA).

3.2.7. Security Onion 14.04 Build Notes

Security Onion is an open source network security monitoring solution built
and maintained by Doug Burks. It is distributed as an installable ISO. There are
detailed setup instructions on the website. To setup, follow the production
deployment instructions, not the evaluation instructions.
Prerequisites:

1. Portable system with multiple NIC’s, proven to operate

2. Virtualization software - VMware has worked well for this solution, Parallels
proved to be problematic early on. VirtualBox was not attempted.

3. A Snort.ORG (SO) oinkcode, which requires you to sign up for a basic account
for SourceFire VRT rules on Snort.Org. SO has four ruleset options which are
shown here. Given the purpose of this solution, both the Snort VRT rules and
Emerging Threat rules should be added in order to provide maximum
coverage. However, the Snort VRT rules are 30 days behind the production

SourceFire rules. A subscription costs $30/year for personal/home use and
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$400/year for business use, as of June 2016.

Security Onion Setup (seconionclass)

Which IDS ruleset would you like to use?

) Emerging Threats GFL no cinkcode required

() Emerging Threats PRO requires ETPRO oinkcode
0 Snort VRT ruleset and Emerging Threats NoGPL ruleset requires Snort VRT oinkcods
(_) Snort VRT ruleset only and set a VRT policy requires Snort VRT ocinkcody

Figure 3: Security Onion Snort Rules

3.2.8. Security Onion GUI Setup Notes
These notes supplement the “Production Deployment” notes provided on the
Security Onion website:

1. After the system boots, click on the “setup” icon, and run the setup installer.
As the installer runs, these configuration items will be setup.

2. The management interface will be identified - usually eth0. Note which
network is bound to the first adapter defined in the virtualization software,
as this should be the “management” interface, and accessible on the same
production network as the pfSense WAN interface.

3. The network setup will be determined (DHCP or static). Once the system
reboots, update the Security Onion package set and install Ubuntu Updates:

a. Run sudo soup,thenrun sudo apt-get update && sudo apt-
get dist-upgrade && sudo reboot. These steps will take
several minutes.

b. Run the remaining commands as described in the production setup.

4. The monitor interface will usually be eth1. Note that this interface should be
bound to the second logical interface defined in the virtualization software,
which in turn is bound to the second virtual network, which then allows
Security Onion to monitor the connection to the “suspect” system.

5. After the system reboots, click on the “setup” icon, and run the setup installer
for the second phase. The first choice is the mode. For this solution, choose
“production,” on the next dialog chose “standalone,” and “Best practice” to

ensure that all components are installed. The process will take a few minutes.
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a. A Sguil user name and password will be setup - this account is used to
authenticate to several of the applications provided with Security
Onion.

b. Something like “sguiluser” would suffice. For the password,
experience advises to avoid special characters for your first
deployment. Something like “SguilPass123” is memorable for the
setup process.

6. For the IDS engine, choose whichever is more familiar. Snort is the choice for
this solution. Three of the four options for rules will require an oinkcode. A
single IDS instance and Bro instance will suffice - the solution is designed to
monitor one suspect system.

7. Setup ends with a confirmation of these steps, and then it configures the

system.
4. Solution Tool Kits in Practice

4.1. Snort Intrusion Detection System

Snort is a well-known signature based intrusion detection system with
several open source inexpensive rulesets to detect common threats.

There are two places where a Snort IDS sensor can be instrumented in this
configuration. First, Snort can be installed on the pfSense firewall. Second, snort is
installed with Security Onion itself, and can be used to monitor traffic. There is a
specific advantage in having multiple snort instances - different default rule sets can
be installed, one on pfSense and one on Security Onion. As guidance, the ruleset that
is more likely to be configured using manual processes should be enabled on
Security Onion.

The pfSense version of Snort is “checkbox oriented,” or fully configured through
arich GUI. It follows some pfSense “naming” conventions and is better integrated with
the firewall. For example, snort has several variables which define how it operates that

are defined on the “Firewall | Alias” tab, and not edited in the snort configuration files, as
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a long time snort user would expect. In contrast, snort on Security Onion is configured by
editing text files, updated with Pulled-Pork. Site-specific rules reside in the

“local.rules” files, and updating variable definitions in the snort. conf file.

If Security Onion could not retrieve snort rules during the install process, it will
set the LOCAL NIDS RULE TUNING optionin /etc/nsm/securityonion.conf to
‘yes’. Set that to ‘no” and run sudo rule-update, which will pull down the most

recent rule data sets and apply any new local rules.

4.1.1. Suppressing Snort Rules on pfSense

During an incident, the responder needs to minimize extraneous alerts from IDS
systems, with an understanding of their particular environment. An example of a false
positive rule is shown below. This rule is triggered by a Roku streaming media server
making a DNS query out to Google’s DNS servers, in violation of its local DHCP
configuration. Two things are learned from this. 1) A system on a “suspect” network is
querying a non-authorized DNS server, 2) In this environment, the device is a

preconfigured “appliance,” and can be considered “safe” for this type of alert.

Attempted
06/09/16 | | | pp | User 8.8.4.4 o 1921681225 | oo | 319187 i::g;;fg;gﬁinmi -
21:45:31 Privilege o o @o 9

entry exploit attempt

Gain

Figure 4: Excessively chatty IDS Alert

Therefore, this particular alert — in this specific case — can be suppressed. To
suppress the alert, click the gray plus icon left of the red and white X icon under

3:19187. That will add it to the suppression list, which can be edited as needed.
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Snort: Suppression List Edit - lansuppress_55ef64343c09b @

Name

r . lansuppress_55ef64343c09b
The list name may only consist of the characters "a-z, A-Z, 0-9 and _". Note: No Spaces or dashes.

Tk r , Auto-generated list for Alert suppression

You may enter a description here for your reference (not parsed).

NOTE: The threshold keyword is deprecated as of version 2.8.5. Use the event_filter keyword instead.

Apply suppression or filters to rules. Valid keywords are 'suppress’, 'event_filter' and 'rate_filter'.

Example 1; suppress gen id 1, sig_id 1852, track by_src, ip 10.1.1.54
Example 2; event_filter gen_id 1, sig_id 1851, type limit, track by_src, count 1, seconds 60
Example 3; rate_filter gen_id 135, sig_id 1, track by_src, count 100, seconds 1, new_action log, timeout 10

#PROTOCOL-DNS TMG Firewall Client long host entry exploit attempt
suppress gen_id 3, sig_id 19187

Figure 5: Snort Rule Suppression (PfSense)

4.1.2. Snort Supplemental Configuration on pfSense

By default, Snort on pfSense does not have port scanning enabled. Given that it is
desirable to detect if a system is being used to scan the network, enable the “Use Portscan
Detection to detect various types of port scans and sweeps.” on the “LAN Preprcs” tab.

This type of configuration is useful if a suspect system is involved in network scanning.

4.1.3. Snort Supplemental Configuration on Security Onion

Rules and alerts may be overly chatty, or may not be applicable to a site’s

environment.

One thing to do early on is to define the HOME and EXTERNAL network variable.
To tune the Snort sensor, look at /etc/nsm/$SHOSTNAME-SINTERFACE/snort.conf.
The HOME NET should be your internal network and EXTERNAL NET should be “not
Home”, or ! $HOME NET. There are other variables including DNS SERVERS that should
also be set. Once the IP addresses for the system types are defined run “sudo rule-

update” to pull in current runes and restart the IDS processes.

As an example, on a busy home network, one particular rule was the most active

over a 24-hour period. This rule proved to be triggered by a Roku TV appliance.
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QUEUE sc DC ACTIVITY LAST EVENT SIGNATURE ID PROTO % TOTAL

15890 I 3 17 ammnmEE  23:59:55 PROTOCOL-DNS TMG Firewall Client long host entry exploit attempt 19187 17 10.280%

Figure 6: Snort Alerts visible in Snort by Security Onion

With three changes to the snort configuration that defines EXTERNAL NET,
HOME NET and DNS_SERVERS, the alert virtually disappeared. However, there are
exceptions. To disable rules by Snort ID and prevent Snort from evaluating them, edit
“/etc/nsm/pulledpork/disablesid.conf” and add SID’s that should be disabled.
The Snort ID for the rule cited above is “3:19187,” so that number belongs on a single

line in the disablesid. conf file.

4.1.4. Manually Updating Rules on Security Onion

Security Onion uses automation to periodically pull in rule updates at 7:01 AM
daily. If you want to maintain your own snort rules, edit the “/etc/nsm/rules/
local.rules” file (an example is covered in “Dark Network Detection” on page 27).
To update snort, and retrieve rules, run “sudo rule-update.” Assuming thateth1l
is your monitoring interface, review the “snortu-1.10g"” log in the
“/var/log/nsm/SecurityOnion-ethl” directory for any error conditions. Be
aware that cutting and pasting rules form Windows applications, such as Word, into
a Linux text file being edited with a SSH application like putty may work visually,
but adds Unicode characters which will cause rule compilation or message output
errors. An example of this is show in “Figure 24: Snort DarkNet Scan Alerts in ELSA”

on page 28.

4.2. Packet Collection using Security Onion

Security Onion uses netsniff-ng to write Pcap data, organized by date, to the
“/nsm/sensor data/seconion-ethl/dailylogs” folder. This folder and file
structure is used by all Security Onion services. Default file rotation is at about 150
MB. The system can be tuned by editing the global BFP file stored here:
/etc/nsm/rules/bpf.conf. The same syntax used for tcpdump is used in BPF

tuning, such as ! (host 1.2.3.4)” to exclude a specific host for collection. In
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order to tune the BPF files, it is best to run tcpdump, ensure that the right BPF filter
is collecting the specific data that needs to be filtered out, and then edit this file. By

default, all components use this file and are symlinked to it.

5. Network Security Monitoring Use Cases

There are two main phases in . —_—
Transparent Firewall (pfsense) Capabilities

the six-step incident response
process that this solution supports - ( Identification Phase )—P( Containment Phase )

Identification and Containment. Local LAN Connections

Other phases are Supported of External Connections Block Connections w/
’ IDS Events firewall

course, but these are the two Traffic Visualization

primary phases. Figure 7: pfSense Incident Response Support

5.1.1. Local and External LAN Connections: pfSense Firewall Logs

From pfSense, firewall log data can be shown by filtering on the source
suspect IP (192.168.2.118) and all destinations that are not in the first two octets of
this RFC1918 address range.
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@ pfSenseClass.localdoma X —+ — a X

&« > O | 192.1682.119 [y ﬂ?| = % O

pfSenseClass.localdomain

System Interfaces Firewall Services Status Diagnostics Gold
Status: System logs: Firewall F@ua@
S 01 | oro A | 9] 990 1 von | ona hncr | openver | e | st
Normal View m Summary View
Suspect IP Example
e Time Source IP Address Source Port Protocol uanti
O 12 ] 192.168.2.118 2 2 ﬁ
0 Pass e ination 1D Address ination Port Protocol Flags
Blodc ) {71 1192.168 I3 12 Filter
Matches regular expression Precede with exclamation (!) as first character to ex :lude match.
Networks non in local IP space Show/hide rule descriptions
50 matched log entries. Max(500)
Act Time If Source Destination Proto
[>] Jun 11 12:54:37 LAN 0 4192.168.2.118:123 D (4 17.253.6.253:123 ubp

&b Permit all IPv4jtraffic on LAN interface. (1463961879)
[»] Jun 11 12:54:20 LAN © [+ 192.168.2.118:5353 D [+ 224.0.0.251:5353 ubp

&b Permit all IPv4jtraffic on LAN interface. (1463961879)

[»] Jun 11 12:54:20 LAN 0 4192.168.2.118:49732 D (4 72.21.211.223:443 TCP:S
&b Permit all IPvTrafﬁc on LAN interface. (1463961879)

o Jun 11 12:53:37 LAN O [+ 192.168.2.118:49729 D (+72.21.194.109:443 TCP:S

& Permit all IPv4 traffic on LAN interface. (1463961879)

Figure 8: Firewall logs from suspect to external

5.1.2. Local and External LAN Connections: ntop Flow Data

ntop is a network traffic probe for visual traffic analysis, usage, protocol
activity, statistics, application flows, and general analysis. For this solution, the ntop
package on the pfSense firewall should be configured to monitor the “L.AN" interface,
perform DNS resolution, and to store historical data. These settings limit analysis to
the suspect, provides more usable system names, will also store recent historical

data in memory, which is stored for the last hour.
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B3 Welcome to ntopng X SIS

< - 0O

" "l‘

Host: 1921682118 L}

Traffic Packets Ports

Timeseriesw | Timeframe: &m  10m  1h  3h  6h  12h

Traffic

TcP
DropBox
uop
Amazon
HTTP
AppleiCloud
ICMP
Google
NTP
MDNS
DNS
ICMP
NetBIOS
SSH
DHCP
AppleiTunes
Bytes
SMB
ssL
IGMP
Unknown

Apple

Peers

Protocols

‘ 192.168.2.119:3000/lua/host_details lua?ifnrame=em1&host=192.168.2.1

DNS Flows.

1d w 2w Im 6m Ty

Bytes Revd
W Bytes Sent

Bytes
Min

Max

Last

Average

Total Traffic
Selection Time

Minute
Top Talkers

Talkers

Time

06/11/16 12:30:00

061116 12:15:00

06/11/16 12:30:59

1.03 Mbit

503.68 MB

8&page=historicalrd_f

Home + Flows Interfaces v &k~

Current Contacts

N =T

Historical -

a

Value
0 bps
5.25 Mbit

161 Kbit

305.38 Kbps [37 pps]
Uptime: 1 h, 49 min, 52 sec
Agzm

[ 12 o=t 14 o= }

Figure 9: ntop flow history

From the protocol inventory above, the drop box activity may indicate data

exfiltration, or other forms of offsite storage. By selecting “DropBox”, changing the

time window to a longer time, 3 hours for example, (3h), and then placing the mouse

pointer over the highest point, it can be shown that very little data was moved

to/from the suspect - 193K with a low rate. Most likely, this amount of data exchange

indicates a DropBox client was making an initial connection and checking

replication status.
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B welcome to ntopng X [+ = O X

& > O ‘192.165.2.1‘\9 7ﬁf| = ¥ O

Host: 1921682118 # Traffic Packets Ports Peers Protocols DNS Flows Talkers Cument Contacts A Historical -

Timeseries ~  Timeframe: 5m  10m 1h  3h  6h 12h 1d w 2w 1m 6m 1y

B DropBox Revd
B DropBox Sent

DropBox Time Value
Min 06/11/16 12:35:00 0bps
Max 06/11/16 11:25:00 402 Kbit
Last 06/11/16 12:39:33 0.16 bps
Average 142.77 bps

Total Traffic 19346 KB

Selection Time  Sat Jun 112016 11:25:00 GMT-0400 (Eastern Daylight Time)

Minute
Top Talkers

©1998-2016 - ntop.org A 11,57 Kbps [2 pps]
~ Uptime: 1 h, 58 min, 39 sec
Agrm

admin em

Figure 10: ntop DropBox activity example (pfSense)
ntop Can Fill the Disk! One caution with regard to ntop must be noted. If

ntop is configured to record historical data, and a wide amount of scanning or
network activity occurs over the observed interface(s), then it is quite possible to fill
up the disk. While testing the snort functionality described in “Dark Network
Detection” on page 31, this condition manifested itself. pfSense services will fail, the
Ul becomes nearly unusable, and any change made will likely corrupt the
configuration file. In order to remedy this condition, reboot the pfSense VM, and
quickly choose ‘single user’ from the pfSense boot menu. Next, remount the file
system as writeable with the command “mount -uw /”. Next navigate to
“/var/db/ntopng/0” and run “du -sh *”. Most likely, the ‘rrd’ directory will be
the culprit in filling up the disk. There are directories by IP address stored here. To

clear them out, run a command like this:

for outer in “seq 1 255°

do
for inner in “seqg 1 255°
do
rm —-rf 192.168.S%outer.Sinner
done
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| done |

5.1.3. Local and External LAN Connections: IDS Events

The IDS events produced by snort are viewable from with the pfSense Ul
itself. For this solution, since pfSense should have a local LAN IP address, others
aside from the user at the console can view IDS events. In addition, pfSense provides
a pushbutton download capability for any IDS detection so an incident responder
can preserve supporting data for their case. Being able to download timestamped

rules is an important capability to develop incident timeline.

@ pfSenseClass.localdoma X -+ — O x

& O 192.168.2.119 bxe = 20

System Interfaces Firewall Services Status Diagnostics Gold

Snort:
@

Snort Alerts

PR ke | rosists | supprss | 10t | 10 vt Lo agme | sy

Alert Log View Settings
Instance to inspect (LAN) SNORT_on_LAN *~ | Choose which instance alerts you want to inspect.
Save or Remove Logs ‘l All log files will be saved. Warning: all log files will be deleted.

Auto Refresh and Log View Refresh || Default is ON. . 250 Enter number of log entries to view. Default is 250.
Alert Log View Filter

Date Source IP Address Source Port Description GID
Priority Destination IP Address Destination Port Classification SID

z | A | B
Protocol

Matches regular expression. Precede with exclamation (!} as first character to exclude match.

Last 250 Alert Entries ({Most recent entries are listed first)

Date Pri Proto Class Source SPort Destination DPort Description

(http_inspect) NO
06/11/16 Unknown 216.58.218.226 a0 192.168.2.118 : CONTENT-LENGTH OR
14:08:18 Traffic [ ] ow [FNXE TRANSFER-ENCODING

IN HTTP RESPONSE

06/11/16 Unknown 54.192195.100 | oo 192.168.2.118
14:08:18 Traffic [ ] [i ] =] TRANSFER-ENCODING
IN HTTP RESPONSE

06/11/16 Unknown 172.217.1.2 192.168.2.118
14:08:18 Traffic [ =) [ ]

Not
Suspicious
Traffic

06/11/16

192.168.2.118
14:08:18 [ ] 50619

206.19.49.154
(i g

Figure 11: Snort alert example (pfSense)

5.1.4. DNS Requests by Host using Bro and ELSA
To view DNS activity and limit it to a specific host, use a query in ELSA like

this: class=BRO DNS dstport="53" BRO DNS.srcip=192.168.1.111
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DNS activity may be very revealing, and is useful to document what a system did on

the network. From this query, click “Result Options,” and export to Excel. From

there, a rich set of timestamped DNS query and response data will be available.

ELSA ~  Admin ~

1 node(s) with 18.9 million logs indexed and 38.9 million archwed| “

Query ‘C\ESS:BRO_DNS dstport="53" BRO_DNS.srcip=192.168.1.111

From [2016-07-05 22.14:| To |

‘ Submit Query | Help

class=BRO_DNS dstport="53" BRO_DNS srcip=192.168 1111 (304) [ER

‘ dJutc ‘ Add Term » | ‘ Report On ~ ‘ ‘ Index | [ Reuse current tab Grid display

Result Options... ~ | Records: 100 /304 424 ms ?
Timestamp program (1) class (1) srcip (1) srcport (96) dstip (1) dstport (1) = proto (1) hostname (45)
Thu Jul 07 .

Info 082055 bro_dns BRO DNS = 192.168.1.111 50010 192.168.1.1 53 ubpP apache-iv.com

Info \:\;eg;glgﬂﬁ bro_dns BRO DNS = 192.168.1.111 61311 192.168.1.1 53 ubDpP api.steampowered.com

Info gguz;% o7 bro_dns BRO DNS @ 192.168.1.111 62700 192.168.1.1 53 DP app.mcafee.com
Thu Jul Export Results

Info 08220 192.168.1.111 62192 192.1681.1 53 upp app.mcafee.com
Wed Ju| Formatto exportdata | ExportAs.. =

Info 12-54-3 192 168.1.111 64840 19216811 53 DP cdn store steampowered com
Wed Jul

Info 12550 192.168.1.111 53538 192.1681.1 53 UDP cdn store steampowered com
Thu Jul 07

Info 082158 bro 192.168.1.111 51613 192.168.1.1 53 DP client-download.steampowered.com

Other DNS queries:

Google Earth

Figure 12: Bro DNS Query and response decodes for a Specific Source IP

To see the hosts that answered DNS queries: class=BRO_DNS

dstport="53" groupby:hostname

To see the answers to DNS queries: class=BRO_DNS dstport="53"

groupby:answer

5.2.

IP Communications — General Patterns

There are some general use cases for I[P communications. Below are some

more examples that are designed to help an analyst. The queries are adapted from

one of Doug Burk’s presentations on Security Onion.

Query: Class=BRO_CONN icmp or tcp or udp groupby:srcip
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ELSA~  Admin~ 1
Querl Class=BRO_CONN icmp or tcp or udp groupby:srcip Submit Query | Help
Erom [2016-07-06 21°-37°57 | To [ UTGC | Add Term = | | Ene | | Index = | ) Reuse current tab |

Class=BRO_CONN icmp or tcp or udp groupby:srcip (163) [Grouped by srcip] Ea

Result Options... =

Count Value = B scip
358414 192.168.1.9
153895 @ 192.168.1.103
91926 192.168.1.8

Class=BRO_CONN icmp

400000 +

33042 192.168.1.222 300000
28482 | 192.168.1.225
213 w 200000

13853 192 168.1.171
13309 192 168.1.109
12689 192.168.1.162
12676 192.168.1.245
12184 192.168.1.175

anman P

100000 +

0 e e
192.168.1.8 192.168.1.2 192.168.1.129 208.46.117.179 69.22.151.212 1

Figure 13: Summary Connection Data from Bro IDS

The next step is to refine the search, or search for a specific address:
Query: Class=BRO_CONN icmp or tcp or udp srcip=192.168.1.103

groupby:dstip

ELSA~ Admin ¥

Ouerl Class=BRO_CQONN icmp or tcp or udp srcip=182.168.1.103 groupby:dstip Submit Query | He

Erom [2016-07-06 21:37°57 | To 0 UTC | AddTerm ~ ‘ ‘ dstip | \ Index = \ ) Reuse current t

Class=BRO_CONN icmp or tcp or udp srcip=192.168.1.103 groupby-dstip (250) [Grouped by dstip] Ea

Result Options... =

Count ~ Value
11604 192.168.1.1
2545 20875894
2540 91.189.94 4
2408 199 102 46 77
2407 171.66.97.126
2399 104.131.51.97
2002 192.168.1.225
2002 192.168.1.3
1414 192.168.1.175

1399 192 168.1.191
—_— .

1317 1921681150 192168 1 1 70.186.28 26 1

anaa PrLCYP T SV

M dstip Class=BRO_CONN i

12000

8000

4000 -

Figure 14: Bro Connection Data for a specific source, group by Destination IP

The next step would be to determine which sensor component has provided data

about a specific IP address:

Don Murdoch, GSE — donmrdch@gmail.com

© 2016 The SANS Institute Author retains full rights.



Portable System for System and Network Forensics Data Collection and Analysis | 22

Query: groupby:program srcip=192.168.1.103

ELSA ~

Admin v 1 node(s) with 11.0 million logs indexed and 41.0 million archive

Query‘groupby:program srcip=192.168.1.103 H Submit Query | Help

m‘2016-07—06 21:37:57 ‘E‘ ‘ ] UTC| Add Term ~ ‘ ‘ program « ‘ | Index v ‘ [} Reuse current tab [] Grid display

‘ Result Options... ¥

Count ~ Value ] )
program groupby:program srcip=192.168.1.103 (12) [Gro!

157645  bro_conn

. 160000
163520  filterlog
28115 snort
10755 bro_dns 120000 +
1301 bro_dhcp
396 bro_weird 80000
246 bro_ssl
154 bro_http

40000 +
16 bro_snmp
7 bro_software
2 bro_notice 0
bro_dns bro_ssl fiterlog bro_weird

Figure 15: Security Onion Sensor Component Data Summary

A query can be formed for each of the program types. One interesting query

is software detection (shown below). For each to the other program types, a similar

query can be created to review what that sensor component identified.

ELSA~  Admin~ 1 node(s) with 11.0 millien legs indexed and 41.0 million ar:hived‘
Quer” srcip=192.168.1.103 program:broisoﬂwalel | Submit Query | Help
Erom 2016-07-06 213757 |To| |0 ute | Add Term » ‘ ReportOn « | | Index = | (] Reuse current tab [ Grid display

groupby:program Srcij

=192.168.1.103 (12) [Grouped by program] | X srcip=192.168.1.103 program=bro_sofiware (7)

Result Options__ ~ | Field Summary
host(1) program(1) elass(1) srcip(1) sreport(2) version_major(5) version_minor(4) version_minor2(4) version_minor3(3) software_type(2) name(4:
version_addl(3) version(5:
Records:7/7 18091 ms?2 << fist <prev 1 next> last [15 v
Timestamp Fields
1467942380.908611/192.168.1.103|-[H TTP::BROWSER|Chrome|50|0|2661]102|-|Mozilla/5.0 (X11: Linux x86_64) AppleWebKit/537.36 (KHTML, like
Thu Jul 07 Gecko) Ubuntu Chromium/50.0.2661.102 Chrome/50.0.2661.102 Safari/537.36
Info 214622 host=127.001 m=bro_software class=BRO_SOFTWARE srcip=192 168 1.103 srcport=0 version_major=50 version_minor=0
) version_minor2=2661 version_minor3=102 software_type=HTTP_BROWSER name=Chrome version_addl=- version=Mozilla/5.0 (X11: Linux x86_64’
AppleWebKit/537 36 (KHTML_like Gecko) Ubuntu Chromium/50.0 2661 102 Chrome/50.0 2661 102 Safari/537.36
ETE 1468012891.623610192.168.1.103|22|SSH::SERVER|Open SSH|6[6]1|- p1|OpenSSH_6.6.1p1 Ubunts 7
Info 172133 host=127.0.0 1 program=bro_software cla: RO_SOFTWARE srcip=192 168.1.103 srcport=22 version_major=6 version_minor=6 version_minor2=1
b version_minor3=0 seftware_type=SSH:. SERVER name=0penSSH version_addl=p1 ver: penSSH_6 6 1p1 Ubuntu-2ubuntu? 7
1468018089.691037|192.168.1.103|-|[HTTP::BROWSER|Debian APT-HTTP|1]3|-/-1.0.1ubuntu2|Debian APT-HTTP/1.3 (1.0.1ubuntu2)
Info Fri Jul 08 host=127 0.0 1 program=bro_software cla RO_SOFTWARE srcip=192 168 1103 srcport=0 version_major=1 version_minor=3 version_minor2=0
T 184810 v 0 software_type=HTTPBROWSFER name=Debian APT-HTTP ion_addl=1.0 1ubuntu?2 version=Debian APT-HTTP/1 3
1.0 1ubuntu?)
Eri Jul 08 1468021672.162475|192.168.1.103|22|S S| ERVER|OpenSSH|6/6[1|-|p1|OpenSSH_6.6.1p1 Ubunt 7
Info 194753 host=127 0.0 1 program=bro_software cla RO_SOFTWARE srcip=192 168 1.103 srcport=22 version_major=6 version_minor=6 version_minor2=1
N version_minor3=0 seftware_type=SSH:: SERVER name=0penSSH version_add|=p1 version=0penSSH_6.6 1p1 Ubuntu-2ubuntu2 7
1468022548.884223|192.168.1.103|-|[HTTP::BROWSER|Debian APT-HTTP|1]3|-/-1.0.1ubuntu2|Debian APT-HTTP/1.3 (1.0.1ubuntu2)
Info Fri Jul 08 host=127.0.0 1 program=bro_software c! RO_SOFTWARE srcip=192 168 1103 srcport=0 version_major=1 version_minor=3 version_minor2=0
T | 20:02:30 version_minor3=0 software_type=HTTP-BROWSER name=Debian APT-HTTP version_add=1.0 1ubuntu2 on=Debian APT-HTTP/1 3
1.0 1ubuntu?)
Eri Jul 08 1468022604.412508(192.168.1.103|-|HTTP::BROW SER|Python-urllib|3|4]-|-]-|Python-urllib/3.4
Info 200325 host=127.0.0.1 proaram=bro_software cla RO_SOFTWARE srcip=192 168 1.103 srcport=0 version_major=3 version_minor=4 version_minor2=0
: version_minor3=0 software_fype=HTTP-BROWSER name=Python-urllib version_addl=- version=Python-urllib/3 4
1468022984.575006(192.168.1.103|-|[HTTP::BROW SER|Chrome|51|0]2704/79]|-|Mozilla/5.0 (X11; Linux x86_64) AppleWebKit/537.36 (KHTML, like
Fri Jul 08 Gecko) Ubuntu Chromium/51.0.2704.79 Chrome/51.0.2704.79 Safari/537.36
Info 20:00°45 =BRO_SOFTWARE srcip=192 168 1 103 srcpori=0 version_major=51 version_minor=0
: ion=Mozilla/5 0 (X11: Linux x86_64

Figure 16: Bro IDS Software Detection
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5.3. Consolidated Log View: ELSA

Each of the analysis sources such as Snort and Bro log data into ELSA. The
first thing that an analyst should do is to query for the suspect IP by entering

“srcip=192.168.2.118" in the query dialog and then submit.

- a X
[ ELSA x
<« C' | % berpS//seconionum.localdomain, =
~ ' ELSA »  Admin v 1 node(s) with 6048.0 logs indexed and 6110.0 archived
Query|srcip=192.168.2.118 Query by Suspect IP | suomit auery | He\gl
Comnections From 2016-06-00 18:44:03 | To UTC | AddTerm » | | ReportOn» | [ Index » | () Reuse currenttab () Grid display
DHCP srcip=192.168.2.118 (519)
host(1) program(8) class(8) srcip(1) srcport(56) dstip(9) dstport(7) proto(2) hostname(30) answer(19) guery_class(3) guery_type(7) return_code(3) expiration(1) subject(1)
TFiles ss|_version(1) ssl_cipher(1) status_code(1) content_length(1) method(1) site(1) uri(1) referer(1) user_agent(1) mime_type(1) bytes_in(1) service(1) conn_duration(1) bytes_out(1) pkis_out(1
pkts_in(1) resp_country_code(1) name(2) addl(1) notice(1) peer(1) assigned_ip(1) lease_time(1) mac(1) version_major(1) version_minor(1) version_minor2(1) version_minor3(1)
Firewall software_type(1) version_addI(1) version(1) sig_priority(1) sig_sid(1) sig_msq(1) sig_classification{1) interface(1
Records: 107 / 519 683 ms 2 1 2 3 4 5 6 I 8 npext> last>> 15 v
FIP
Timestamp
Host Logs Info Sat Jun 11 1465681337.851157|CrBAzn1wo716RXW2Pg|192.1 .118]52068]192.168.1.1|53|udp|33917|api-glb-ash.smoot.apple.com|1|C_INTERNET|1|A|0]NOERROR|F|F|T
ST — 1742:23 =127.0.0.1 =bro_dns =BRO_DNS 92.168.2.118 =52068 =192.168.1.1 =53 =UDP =api-glb-ash.smoot.apple.col
o Sat Jun 11 1465681337.851159|ClvuT24MrcFc52fZF8|192.168.2.118|54887|192.168.1.1|53|udp|20627 itunes.apple.com.edgekey.net|1|C_INTERNET|1|A|0]NOERROR|F|F| T|T
Tntel = | 174223 =127.0.01 =bro_dns =BRO_DNS =192.168.2.118 =54887 =192 168 1.1 =53 =UDP =itunes apple com edaekey.r
Info Sat Jun 11 1465681350.317898|CseF6 TQRKDYRU08c0f|192.168.2.118|65194|192.168.1.1|53|udp|41232| p39-contact: t.edge.icloud.apple-dns.net|1|C_INTERNET|1|A|0
IRC 1742335 =127.0.01 =bro_dns =BRO_DNS =192.168.2.118 =65194 =192 168 1.1 =53 =UDP =p39-contacts-current edge i
% o Sat Jun 11 1465681350.480624|CIK3xz42cnq SBVI219|192.168.2.118|56247(192.168.1.1|53|udp|17346|google.com|1|C_INTERNET|1|A|0|NOERROR|F|F| T|T|0|70.186.28.25,70.
= = 1742335 =127.0.01 =bro_dns =BRO_DNS =192.168.2.118 =56247 =192 168 1.1 =53 =UDP =google com =70.186
MySOL Inf Sat Jun 11 1465681294.654039|CBYVGc32jAgGejYZh3[192.168.2.11 4.0.0.2515: f4._sub._appl bdev2._tcp.locall 769[12|PTR|-|-
= 1742 =127.0.01 =bro_dns =BRO_DNS =192.168.2.118 =5353 =224.0.0.251 =5353 =UDP =8ffe07f4 _sub _apple-mob
Notice - Sat Jun 11 1465681304.010989|CBYVGc32jAgGejYZh3|192.168.2.11 4.0.0.2515: f4._sub._appl bdev2._tcp.locall 769[12|PTR|-|-
= | 17424 =127.0.01 =bro_dns =BRO_DNS =192.168.2.118 =5353 =224.0.0.251 =5353 =UDP =8ffe07f4 _sub__apple-mob
PE
o Info Sat Jun 11 1465681311.260002|CBYVGc32jAgGejYZh3|192.168.2.118|5353|224.0.0.251|535. 7f4._sub._appl bdev2._tcp.locall3. 32769[12|PTR|-|-|
RADIUS — 7424 =127.0.01 =bro_dns =BRO_DNS =192.168.2 118 =5353 =224.0.0.251 =5353 =UDP =8ffe07f4 _sub _apple-mob
o Sat Jun 11 1465681316.462458|CBYVGc32jAgGejYZh3[192.168.2.11 4.0.0.2515: f4._sub._appl bdev2._tcp.locall 769[12|PTR|-|-
RDP - | 174241 =127.0.01 =bro_dns =BRO_DNS =192.168.2.118 =5353 =224.0.0.251 =5353 =UDP =8ffe07f4 _sub__apple-mob
Info Sat Jun 11 1465681329.216508|CBYVGc32jAgGejYZh3[192.168.2.11 4.0.0.2515: f4._sub._appl bdev2._tcp.locall3: 769[12|PTR|-|-
SIP - 7424 =127.0.01 =bro_dns =BRO_DNS =192.168.2 118 =5353 =224.0.0.251 =5353 =UDP =8ffe07f4 _sub__apple-mob
SMTP o Sat Jun 11 1465681336.455865|CBYVGCc32jAgGejYZh3[192.168.2.11 4.0.0.2515: f4._sub._appl bdev2._tcp.locall 769[12|PTR|-|-
- | 174241 =127.0.01 =bro_dns =BRO_DNS =192.168.2.118 =5353 =224.0.0.251 =5353 =UDP =8ffe07f4 _sub__apple-mob
SNMP Info Sat Jun 11 1465681356.123606|CWBPIG3leX8bnIrEw5|192.168.2.118|5353]224.0.0.251|535. 7f4._sub._appl: ._tcp.local|32769|qclass-32769]12|P TR|-|-|
— | 17:42:55 =127.0.01 =bro_dns =BRO_DNS =192.168.2 118 =5353 =224.0.0.251 =5353 =UDP =8ffe07f4 _sub__apple-mob
Snort/Surieata || | | SatJun 11 1465681369.822324|CY7A22BLirupghhNb|192.168.2.118]5353]224.0.0.251 535! 7f4._sub._appl _tep.local|32769|qclass-32769|12|PTR|--|F .
> »

Figure 17: ELSA Consolidated view for suspect IP
Each of the hyperlink items is a group by term, which can then be

subsequently exported. For example, to see the result set sorted by the reporting
source, click on the “program (8)” link to see which analysis engine provided data

into ELSA.
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[ ELSA X - [m] X
<« C | [ beps//seconionvm.localdomain/elsa/ ey @ &6 =
5 e . “| ELsav  Adminv 1 node(s) with 6048.0 logs indexed and 6110.0 archived
Query |src\p:192 168.2.118 groupby:program I | ‘ Submit Query ‘ Help
C From |2016—06—09 18:44.03 \D| ‘ J UTC | Add Term v ‘ program v Index ~ | [J Reuse currenttab [ Grid display
DHCP srcip=192.168.2.118 (519)| X srcip=192.168.2.118 groupby:program (8) [Grouped by program] [ x |
DNS ‘ Result Options... v |
il Count v Value ] -
e program srcip=192.168.2.118 groupby:program (8) [Grouped by program]
295 bro_conn
i 300
Einexall 224 bro_dns
FTP 76 bro_ss|
14 bro_dhg
Host Logs Ho-thn 200
10 snort
HITP 9 bro_weird
T 2 bro_htip
1 bro_software || '** 7
IRC
Kerberos
0 T T T
MySOL bro_dns bro_ssl bro_htip bra_conn bro_weird bro_dhcp bro_software snort
Loson - || . K
‘ »

Figure 18: ELSA reporting view

Data can also be exported. From the original query, click on “hostname

(30)” to see the DNS name queries that were analyzed by Bro, and reported on

during the period.

[} ELSA x - O X
<« C [ beps//seconionvm.localdomain/elsa/ ey @ &6 =
_ 4| ELSA~  Adminv 1 node(s) with 6048.0 logs indexed and 6110.0 archived
W 1
Query |src\p:192 168.2.118 groupby:hostname I | Submit Query | Help
C From |2016—06—09 18:44.03 ‘D| ‘ 0 utc ‘ Add Term ~ ‘ ‘ hostname ~ ‘ ‘ Index ~ ‘ [ Reuse currenttab [ Grid display
DHCP srcip=192.168.2 118 (519)| X srcip=192.168.2 118 groupby:program (8) [Grouped by program] = % H srcip=192.168.2.118 program="bro_conn" (308) X
S srcip=192 168 2 118 groupby-hostname (58) [Grouped by hostname] IE
Tk Result Options_.. »
. Save Results Value - n .
Firewall Export Results hostname srcip=192.168.2.118 groupby:hostname (58) [Grouped
apple-mobdev2._tcp.local
Add to Dashboard.. 100
FTP = com
80
Tetiilar 15 118.2 168 192.in-addr.arpa 50
13 api-glb-ash smoot apple com 40
HTTP 10 ~ 20
= 0 el T P —— -
Intel 9 play.itunes.apple.com ' P o o & @ &
— 5 e & & & o o
9 ab95avodsls3us-s akamaihd net bl bl & 0 o Q = o
RC . & 506 o 9 S
8 client-cf dropbox.com S a° o o . o & .
Q - of of
Kerberos 8 nas(timemachine) _afpovertcp _tcp local -y 35\\“9, & X ‘@o\zb
< = =
& 0 o o
YT, 8 DONWIN10ASUS B\@g e Export Data X | [ Egna»w
6 safebrowsing.clients.google.com <
Notice - e e - Formaltuexpondaia
“« ’
= o
RADIUS
»nD e
‘ >

Figure 19: ELSA Data Export

Data can be exported to Excel, CSV, PDF or HTML.
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= 1465686618.xls [Protected View] - Excel Sign in

File Home Insert  Page Layout  Formulas  Data Review View Q Tellme

Be careful—files from the Internet can contain viruses. Unless _
o PROTECTED VIEW you need to edit, it's safer to stay in Protected View. m *
Al - Jx count v
A B | C D | E | F |«
1 [count lgroupby
2 | 87 8ffe07t4._sub._apple-mobdev2._tcp.local
3 | 82 atv-ps.amazon.com
4 | 15 118.2.168.192 in-addr arpa
5 | 10 -
6 | 8 DONWIN10ASUS
T | 8 nas(timemachine)._afpovericp._tcp.local
8 | 13 api-glb-ash.smoot.apple.com -
Sheet1 4 »
Ready Scroll Lock ] 0 - ] + 100%

Figure 20: Example export from ELSA to MS Excel
ELSA also stores and can present firewall data. By searching for the TCP

protocol and then grouping by the destination IP, it is very easy to show which IP’s

were most frequently connected to over the period.

- [m] x
[ ELSA %
= C' | [ betpS://seconionvm.localdomain/elsa/ e 0 =]
r l ~|| ELSA~  Admin~ 1 node(s) with 13116.0 logs indexed and 13196.0 archived|
Query [class=FIREWALL_CONNECTION_END srcip="192.168.2.118" proto="TCP" groupbydstip Submit Query | Help
Comnections From 2016-06-09 202516 | To 0 UTC | AddTerm v | | dstip~ | [ Index » | ) Reuse currenttab () Grid display
DHCP class=FIREWALL_CONNECTION_END groupby:srcip (3) [Grouped by srcip] * class=FIREWALL_CONNECTION_END srcip="192.168.2.118" proto="TCP" (80) *
DNS a 0 0 D srcip="192.168.2.118" proto P groupby:dstip ouped by dstip] IE3
Files Result Options... v
. Count » Value = ™ — " " "
Firewall f— dstip class=FIREWALL_CONNECTION_END srcip="192,168.2.118" proto="TCP" grot
Top SRC IPs 19 7221.194109
Allowed 20
Tos DET 1P 16 722121550
Allowed
Top SRC IPs 12 192 168.2 111 16
Denied 12 7221211223
Top DST IPs
Demed 9 104.72.18.101 -
8 70.186.28 27
FIP
8 192 168.162.2 8
Host Logs 8 17.249.105 246
HTTP 8 192.168.150.1 4 II
7 54192 194 179
el . oot 11t a0t , -...-----------_-,-1
SRS | 7221194100 104.72.18.101 70.186.28.27 17.167.192.128 17.248.134.174 16212632129 17.133228.22 21658.217.142
RC RS o unnanan
Kerberos
« »

Figure 21: Example firewall data in ELSA

5.4. Pcap Data Extraction Tools and Methods

Security Onion uses netsniff-ng to write full pcap files into a well-

organized folder structure. These Pcap files are readable by any libpcap compatible
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tool, such as tcpdump. File times are the time that the file was rolled over to the new

file - the last “write” time. On the system used for this paper, a sample directory is:

/nsm/sensor data/seconion-ethl/dailylogs/2016-07-09

Breaking this down, the system was named “seconion,” the Ethernet
monitor interface is eth1, and the date was July 9, 2016.In order to extracta
Pcap data set over a one-day period, the set of Pcap files can be processed and then
“stitched” together. Below is a sample script that can be used from the ‘daily\DATE’
directory. This script goes through the current Pcap files and pulls out all TCP, UDP,
and ICMP traffic to or from host 192.168.1.103 on a file by file basis, and then

merges them into one:

#!/bin/sh
for file in “1s —-a -u snort*’
do

tcpdump -n -r $file -w /tmp/$file.ex "host 192.168.1.103
and (tcp or udp or icmp)"

echo "Output file size: " 1s -lah /tmp/$file.ex |cut -f 5
_dl L
done
mergecap -w /tmp/merged.pcap /tmp/snort*.ex
1s -lah /tmp/merged.pcap

One of the more useful things Bro does is to extract EXE files when it can
observe them over a clear text network protocol. These are stored in
/nsm/bro/extracted. A forensic analyst should always check here for executables.
In the example below, the Pcap file snort.log.1465697489 was written a few
minutes after the Bro tool extracted two EXE files, which it stores in
/nsm/bro/extracted and can be identified as Windows executables using the
‘file’ command. By understanding the file layout and how to read the file’s time, a
forensic analyst can quickly narrow focus on Pcap data at a particular event time,

and pull out network trace data.
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= [ Terminal - dmurdoc@se... |[B] Terminal - dmurdoc@se... [ Terminal - dmurdec@se..

. .
File Edit View Terminal Tabs Help nEtsnlff_ng ertes pcap data

dmurdoc@seconionvm:/nsm/sensor data/seconionvm-ethl/dailylogs/2016-06-12$% 1ls -la to /nsm/sensor/HOST
L] =

sguil sguil 4096 Jun IFACE/dainIogs/DATE

sguil sguil 4096 Jun
sguil sguil 159438078 Jun H snort.log.1465689615
sguil sguil 159391598 Jun : snort.log.1465694440

sguil sguil 159410934 Jun H snort.log.1465694726 F"e time iS when the pcap iS

sguil sguil 159401945 Jun H snort.log.1465695011
sguil sguil 159339175 Jun : snort.log.1465695295 CIOSEd.

sguil sguil 159367765 Jun H snort.log.1465695583

sguil sguil 159558587 Jun : snort.log.1465695867

sguil sguil 160224222 Jun H snort.log.1465697489
-r--r 1 sguil sguil 24592385 Jun H snort.log.1465698006

dmurdoc@seconionvm:/nsm/sensor data/seconionvm-ethl/dailylogs/2016-06-12%
= Terminal - dmurdoc@seconionvm: /nsm/sensor_data/seconionvm-eth1/dailylogs/2016-06-12 + - O A

View Terminal Tabs Help
usatl4-ntp-002.aaplimg.com.ntp

usloft4651.serverprofi24.eu.http _f B
vipOx013.map2.ssl.hwedn.net.https Example flnd the CNET site

1627 vipl.UE-anycastl.cachefly.net.http
15 wl05.z208037009.sjc-ca.dsl.cnc.net.http rEference for the two downloadEd
82 yts2.yql.vip.bfl.yahoo.com.https files
22 vts2.val.vip.nel.vahoo.com.https
dmurdoc@seconionvm:/nsm/sensor_data/seconionvm-ethl/dailylogs/2016-06-12%
dmurdoc@seconionvm:/nsm/sensor_data/seconionvm-ethl/dailylogs/2016-06-12% tcpdump -r snort.log.1465697489 "not src net 192.168.
0.0/16"| cut -f 3 -d ' ' | sort | uniq -c | grep -i cnet
reading from file snort.log.1465697489, link-type EN1O6MB (Ethernet)
7 phx1-rb-gtm2-tron-xw-1lb.cnet.com.http
6 phxl-sha-redirect-1lb.cnet.com.http
98 phx2-dw-chsi-xw-1b.cnet.com.http
dmurdoc@seconionvm:/nsm/sensor_data/seconionvm-ethl/dailylogs/2016-06-123%
D Syulii Syuic w.uUn USU 4U L1u.ur
1 sguil sguil 6.6M Jun 12 02:15 HTTP-FLAnBM3gkQzpjCCIXi.exe -
- 1 sguil sguil 22M Jun 12 02:15 HTTP-FtMD88yelloarfbg5.exe Two files were downloaded.

dmurdoc@seconionvm:/nsm/bro/extracted$ pwd
/nsm/bro/extracted T ————— Bro wrote them to

dmurdoc@seconionvm:/nsm/bro/extracteds file *
HTTP-FLANBM3gkQzpjCCIXi.exe: PE32 executable (GUI) Intel 80386, for MS Window /nsm/bro/extracted.

s, Nullsoft Installer self-extracting archive

HTTP-FtMD88yelloarfbg5.exe: PE32 executable (GUI) Intel 80386, for MS Window
s

dmurdoc@seconionvm:/nsm/bro/extracted$

Figure 22: Security Onion PCAP Data and Bro File Extraction

5.5. Dark Network Detection

Most organizations have network segments that are unused. If a suspect
system is observed communicating to local dark nets, it is likely up to no good.
Detection rules for these networks are not in the downloadable rule sets, because
they would be almost useless, quickly disabled, and always have to be specifically
configured for a site’s IP network layout. In the case of the test network, a few “dark
nets” are defined and a few unused RFC 1918 ranges in order to have something

observable:

ipvar DARK NET [192.168.7.0/24, 192.168.8.0/24,
192.168.8.0/24, 10.0.0.0/8, 172.16.0.0/16]

alert udp HOME NET any -> $DARK NET any (msg:"UDP to
defined DarkNet"; classtype: attempted-recon; sid:1000020;
rev:1;)

alert tcp HOME NET any -> $DARK NET any (msg:"TCP to
defined DarkNet"; classtype: attempted-recon; sid:1000021;
rev:1;)
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alert icmp HOME NET any -> $DARK NET any (msg:”ICMP to
defined DarkNet"; classtype: attempted-recon; sid:10000202;
rev:1;)

To test rules like these, run a command like “nmap 192.168.0.0/16” and
“nmap -sP 192.168.0.0,” wait a few minutes, and then check the Sguil interface.

Change the IP range for the actual network in use, of course!

P squert (24058) - sguiluser - Chromium 4 - 0O X
[% squert (24058) - sgu x &
& C | @ b#ps://localhost/squert/index.php?id=13c1ae342bd6db5591dc0f37e55bd84f 2% I
EVENTS i [m] Ou P = (Y a
INTERVAL: 2016-07-09 00:00:00 -> 2016-07-09 23:59:58 (+00:00)  FILTERED BY OBJECT. NO  FILTERED BY SENSOR: NO  PRIORITY:
TOGGLE A Qe AL SC  DC  CLASS ACTIVITY  LASTEVENT SIGNATURE D PROTO % TOTAL
WELDT Loft ] 11848 [EEEEE 1 2093 ut 00:40:21 TCP 1o defined DarkNet 1000021 6 49.336%
grouping
11852 1 4096 " 00:37:02 ICMP to defined DarkNet 10000202 1 49.269%
SUMMARY A

Figure 23: Snort DarkNet Scan Alerts in Sguil

ELSA~  Admin ~ 1 node(s) with 10.8 million logs indexe:
Query |class=SNORT "-" groupby:sig_msg| H Submit Query | Help
From 2016-07-06 20:51:04 | To uTc ‘ Add Term = ‘ ‘ sig_msg ¥ ‘ ‘ Index = ‘ Reuse current ta

class=SNORT "-" groupby:sig_msg (70) [Grouped by sig_msg]

‘ Result Options...

Count « Value
13916 TCP to defined DarkNet
13798 alCMP to defined DarkNet

Figure 24: Snort DarkNet Scan Alerts in ELSA

Notice the odd text in the “ICMP to defined DarkNet” message field.
Extraneous characters appear when rules are copied from Windows word
processing programs and then pasted in a shell window - it is best to type a rule in,

or to copy a file over and use “dos2unix” to remove Unicode characters.

5.6. Network Access Control Use Case

The firewall can be used to limit and control access going through it very
discretely. For example, HTTP traffic can be stopped while DNS and DHCP traffic are
permitted. The rules below, in order, block HTTP, allow SSH, DNS, and HTTP.

Because pfSense processes rules in top down order, the first “block and log” HTTP
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traffic rule overrides the allow HTTP, and then allow all rules. An analyst can add a
block rule to the rule set, then move it to the top of the list, reload the rules, and then

stop any offending traffic while permitting other services to operate on the suspect.

Foaung | wan JOCN ot piunc

ID Proto Source Port  Destination Port Gateway Queue Schedule Description
(> 3 o * LAN Address | 80 * * Anti-Lockout Rule
22
X ] 1Pv4 TCP | * * * 80 * none Block HTTP on the
(i (HTTP) LAN Interface.
(b ] Pv4 TCP | * * * 22 * none Allow SSH on the LAN
(i (SSH) interface.
o TPvd * * * 53 * none Permit DNS traffic on
o TCP/UDP (DNS) LAN interface.
(b ] Pv4 TCP | * * * 80 * none Permit HTTP on the
(i (HTTP) LAN Interface.
> Pva * * * 67 -68  * none
o TCP/UDP
(b ] TPv4 * * * * * * none
i ]
Figure 25: pfSense Block and Accept ruleset example
Output:
50 matched log entries. Max(50)
Act Time If Source Destination Proto
[X] May 26 14:46:27 LAN © (£ 192.168.1.178:49629 0 4104.72.0.115:80 TCP:S
(] May 26 14:46:28 LAN 0 £ 192.168.1.178:55959 0 4192.168.1.1:53 ubp
[X] May 26 14:46:28 LAN 0 £ 192.168.1.178:49630 0 4 131.253.33.50:80 TCP:S
[X] May 26 14:46:31 LAN 0 £ 192.168.1.178:49630 0 4 131.253.33.50:80 TCP:S
[X] May 26 14:46:33 LAN 0 (£192.168.1.178:49629 0 4104.72.9.115:80 TCP:S
(] May 26 14:46:36 LAN 0 £192.168.1.178:62017 0 4192.168.1.1:53 UDP
[X] May 26 14:46:37 LAN 0 (£192.168.1.178:49630 0 (4 131.253.33.50:80 TCP:S
(] May 26 14:46:46 LAN 0 £192.168.1.178:55152 0 4192.168.1.1:53 UDP
[X] May 26 14:46:46 LAN 0 (£192.168.1.178:49631 0 4104.72.9.115:80 TCP:S

Figure 26: Block Rule logging example

On the client system, a DNS lookup returns the IP addresses, but the browser

is non-responsive:
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(D

New tab - Internet Explorer

/O - X Waiting for google.com

(4D

Command Prompt

C:\Users\sansforensics4@8>ns lookup www.google.com
Server: pfSense.loc?ldomain

192.168.1

MNon-authoritative answer:

ogle.com

7 f8b@: 4004 : 803 : 2004
28.22

Name : www. 9o
Addresses: 22@
70.186.

Figure 27: DNS functional, Web Browser is not
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Appendix A: Configurations
A.1 Lab Configuration with VMware and Windows 10

There are specific techniques presented can be used to build this solution
configuration for a lab environment, as well. Here, a typical PC can become a full-
fledged isolation environment with the addition of an inexpensive PCI/E dual port
LAN card. The configuration is illustrated in “Figure 28: VMware Workstation,
Switch and pfSense Configuration,” and explained below. The “production switch” is
the uplink to the production environment. The suspects, or lab systems, are all
connected to a separate switch with a mirror port enabled so that any data for the
suspects can be presented to the NSM platform for data collection. The suspect side
of the firewall connects to the isolation switch, which is also where any suspects are

plugged in. The VM network assignments match several screen captures below.

Production Switch
| Production
Production Uplink Network
Pfsense FW VMware Access
‘ VMnetd Zone
| WAN | emo | VMnet
r =| PCl/eNIC1
Transparent L
OPT_Bridge
' LAN | eml | VMnet5
; ‘ Suspect
OPT1 | em2 PCl/e NIC 2 Network
]
11 Access
eml Suspect NIC Zone
[ T1
D
em2 | Monitor NIC ?ta
: Collection
Security Onion Isolation Switch

Figure 28: VMware Workstation, Switch and pfSense Configuration
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A.2 Mainboard Ethernet and PCI Add on Card Configuration

For the sake of simplicity, keep the mainboard Ethernet connection as the
primary LAN connection. Use the LAN add-in card connection for pfSense and

Security Onion. It is also useful to rename the ports on the add-in card.

‘& Network Connections — O X
4+ & > Control Panel » Network and Internet > Network Connections ~ Q| | Search Network Connections @
Organize ~ Disable this network device Diagnose this connection Rename this connection @ ==~ | 0
Name Status Device Name Connectivity Network Category
:‘,- Card_2 Enabled Realtek PCle GBE Family Controller #2
:‘,- Card_1 Enabled Realtek PCle GBE Family Controller
U Ethernet Network 2 Intel(R) 82579V Gigabit Network Connection Internet access Private network
:‘,- VMware Network Adapter VMnet1 Enabled VMware Virtual Ethernet Adapter for VMnet1
# VMware Network Adapter VMnet8  Enabled VMware Virtual Ethernet Adapter for VMnet8
Tl Wi-Fi Disabled Qualcomm Atheros AR9485 Wireless Network Adapter

Figure 29: Windows 10 Network Connections renamed to represent configuration details

Only bind the PC’s Windows services and IPv4 / IPv6 services to the primary

Ethernet card (Properties tab), and the VMware Bridge Protocol to the add-in card.

+ Ethernet Properties X & Card_1 Properties X
Networking ~ Sharing Networking  Sharing
Connect using Connect using
I? Intel(R) 82579V Gigabit Network Connection I? Realtek PCle GBE Family Controller
This connection uses the following tems: This connection uses the following items:
TR 2 Client for Microsoft Networks WR ., Client for Microsoft Networks
W 3 File and Printer Sharing for Microsoft Networks [] "B File and Printer Sharing for Microsoft Networks
o] %8 VMware Brdge Protocel b 8 VMware Bridge Protocol
™ %P Q05 Packet Scheduler [ QoS5 Packet Scheduler
i 4 Intemet Protocol Version 4 (TCP/IPv4) [] 4 Intemet Protocol Version 4 (TCP/IPv4)
| 4 Link-Layer Topology Discovery Mapper 1/O Driver [[] g Link-Layer Topology Discovery Mapper 1/0 Driver
[ s Microsoft Network Adapter Multiplexor Protocol v [ 4 Microsoft Network Adapter Muttiplexor Protocol v
< > < >
Install... Uninstall Properties Install... Uninstall Properties
Description Description
Allows your computer to access resources on a Microsoft Allows your computer to access resources on a Microsoft
network network

Figure 30: Windows 10 Adapter Properties

A.3 VMware Workstation Pro 12 VMnet Configuration

VMware should be configured to map physical network interfaces to physical
cards in order to prevent any possible mismatch. In order to do this, VMNETO needs
to be specifically assigned to the mainboard Ethernet controller, and then other

VMnet interfaces can be assigned. The example here is VMnet4 and VMnet5, bound
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to ports 1 and 2 on the add-in card. During development of this solution, the
network adapter was changed from a USB adapter, to an Intel Proset dual NIC, and

then to the RealTek adapter. So long as the VM’s themselves used VMnet4 and 5,

they operated properly.

@ Virtual Network Editor X

Mame  Type External Connection Host Conn... DHCP Subnet Address
Bridged Intel(R) 82579V Gigabit Network Connection -
VMnetl Host-only - Connected Enabled 192.168.162.0
VMnet4 Bridged Realtek PCIe GBE Family Controller - - -
VMnetS Bridged Realtek PCIe GBE Family Controller #2 - - -
VMnetd NAT MAT Connected Enabled 192.168.150.0
< >
Add Network... Remove Network

WMnet Information
{®) Bridged (connect VMs directly to the external network)

Bridged to: Intel(R) 82579V Gigabit Network Connection ~ | | Automatic Settings...
() NAT (shared host's IP address with VMs) MAT Settings...

() Host-only (connect VMs intarnally in a private network)

Connect a host virtual adapter to this network
Host virtual adapter name: YiMware Netwaork Adapter Yinetd

Use local DHCP service to distribute IP address to VMs DHCP Settings...

Subnet [P: o o . Subnet mask: |

Restore Defaults Cancel Apply Help

Figure 31: VMware Network Configuration, mapping to physical adapter
Once applied, the IP addresses that VMware assigned to the VMnet4 and

VMnet5 adapters are visible. For the purposes of getting pfSense and Security Onion
setup and configured, the WAN interface can be assigned an IP address on
192.168.231.0/24 and the LAN interface can be assigned an IP address on
192.168.214.0/24.
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@ Virtual Network Editor X
Name Type External Connection Host Connection DHCP Subnet Address
VMnetl Host-only - Connected Enabled 192.168.162.0
VMnet4 Custom = = = 192.168.231.0
VMnets Custom - - - 192.168.214.0
VMnet8 NAT NAT Connected Enabled 192.168.150.0

WVMnet Information
Bridged (connect VMs directly to the external netwaork)

Bridged fo:
MAT (shared host's IP address with VMs)

Host-only (connect VMs internally in a private network)

Add Metwork... Remove Metwork

Automatic Settings...

NAT Settings...

Connect a host virtual adapter to this network
Host virtual adapter name: VMware Network Adapter VMnet4

Use local DHCP service to distribute IP address to VMs

DHCE Settings...

Subnet IP: | 192.168.231. 0 Subnet mask: | 255 .255.255 . 0

Restore Defaults oK

_!3 Administrator privileges are required to modify the network configuration. gghange Settings

Cancel

Apply Help

Figure 32: VMware network configuration with IP ranges

A.4 pfSense Configuration with VMWare Pro 12

pfSense should be set to VMnet4 for the first network interface and VMnet5

for the second interface. In this configuration, there is a third interface defined so

that pfSense can be configured for another purpose, such as setting the Web

interface to a host only network.
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o

File Edit View VM Tabs

Library

CQ,, Type here to search

Help > | g | {5

w

= 9 My Computer
[} dmurdoch-w7-pc

C | pfsense_5500
~ [[p/ SecOnionClass
'l Shared VMs

el

| Windows 8.1 SIFT Work

[2.2.6-RELEASEl[root@pfSensel
exit
xx Helcome to pfSense 2.2.56]

HAN (Wan) -> emB

LAN (lan) -> eml
OPT1_BRIDGE (optl) -> bridg
8) Logout (S5H only)

1) Assign Interfaces

2) Set interface(s) IP addr
3) Reset webConfigurator pa
4) Reset to factory default;
5) Reboot systemn

6) Halt systewm

7) Ping host

8) Shell

Virtual Machine Settings

Hardware Options

35

Device Summary
* Memory 2GB
[ Processors 2

L) Hard Disk (5CSI) 60 GB

) CD/DVD (IDE) Auto detect
@Network Adapter  Custom (VMnet4)
%Network Adapter 2 Custom (VMnet3)
@Network Adapter 3 Custom (VMnet5s)
aUSB Controller
I@ Sound Card
| pisplay

Present
Auto detect
Auto detect

Figure 33: pfSense mapping to virtual adapters

The first and second interfaces match up with the WAN and LAN interfaces,

defined within pfSense itself. The bridge is a logical construct.

System Interfaces

Interface
WAN
LAN

OPT1 Bridge
Available network ports:

Firewall

Services VPN

Interfaces: Assigh network ports
PRSP o coriocecroups | wireless | v | i | povs | o | | avidges | 1aco

Network port

Status

pfSenseClass.localdomain

Diagnostics Gold

| emi (00:0c:29:b5:83:ec) V|

[emt (on:0c:29:b5:83:f8) |

[ BRIDGEO (Bridgelnterface) |

| emz (0m:0c:20:b5:83:00) |

Figure 34: pfSense Interface mapping to LAN adapters

A.5 DLink DGS-1100-08 Configuration Port Mirroring

L f ke

02

The “D-Link 8-Port EasySmart Gigabit Ethernet Switch (DGS-1100-08)2”

switch is an inexpensive desktop and fanless switch which implements port

mirroring capabilities, similar to an enterprise switch, and can be taken in the field

% $49.66 as of 05/26/16 at Amazon: http://www.amazon.com/D-Link-EasySmart-Gigabit-Ethernet-DGS-
1100-08/dp/BOOSABLU2I/ref=sr 1 1?s=pc&ie=UTF8&qid=1464479585&sr=8-1&keywords=dgs-1100-8
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in a jump kit and deployed to monitor a suspect system. Note that any change made

to the DLink must be saved using the “Save | Save Configuration” option from the

main menu bar in order for the change to persist!

The Port Mirroring feature will copy data from one port to another. For this

solution, all of the data from the suspect side of the firewall should be copied to the

monitor port configured as a “receiver,” where Security Onion monitor interface

(en1) will be plugged in. As an example, the suspect system would be connected to

port 6, with all “receive” data sent to port 8.

- ]

Building Networks for People

#® admin - 192168 1.125

: DGS-1100-08
{8 system
= L2 Features
| Jumbo Frame
- = Port Trunking
=4 IGMP Snooping
- = Multicast Entry Table
= Apple Talk
@
= Loopback Detection
= Statistics
- = cable Diagnostics
8 vLan
8 Qos
& security

Port Mirroring

®eEnabled O Disabled

Target Port

Sniffer Mode

Source Port Selection

Figure 35: DLink Mirror configuration

Don Murdoch, GSE — donmrdch@gmail.com

© 2016 The SANS Institute

Apply

Author retains full rights.



Portable System for System and Network Forensics Data Collection and Analysis | 37

Appendix B: Security Onion Architecture Diagram
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Figure 36: Architecture Diagram for Security Onion (Source: URL: https://github.com/Security-Onion-

Solutions/security-onion/wiki/Architecture)
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Appendix C: Key Terms

There are several terms used to describe the components of the system,
defined here to avoid confusion:

Forensically Sound Practice: The procedures used to acquire digital

(electronic) information that ensures it can “prove the content of writing,

recording, or photograph”. For this solution, this means full content pcap

network capture data.

Network Security Monitoring: The ability to analyze traffic flows, perform

full content capture and instrument other network analysis capabilities.

Production Zone: Network segments where business is conducted, and

therefore must be protected from disruption.

Solution: The combined technical and procedural components of the system

(software, hardware, cabling, practices and disciplines).

Stateful Firewall: A security device that can track, manage and control the

operating state of LAN traffic traversing its interfaces.

Suspect Zone: The section of the network where a suspect resides; this is the

broadcast and collision domain together for the suspect.

Suspect: A system under evaluation and analysis.

Transparent/Bridge Firewall3: A traditional firewall is a routed hop at

Layer 3 (network addressing and routing) between networks and functions

as a gateway. A transparent firewall functions at Layer 2, a “bump in the

”»n»

wire”,” or a stealth device. It also does not change the Time to Live (TTL)

value.

? This definition is adapted from the Cisco ASA product documentation, as the pfPFSsense documentation

does not have a formal definition.
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