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Se
uring User Data With CGDOwen Be
kerMar
h 21, 2006Abstra
tThis paper will introdu
e the issues surrounding the se
uring ofuser data on untrusted ma
hines. It will present a solution to theseissues utilizing CGD, NetBSD's disk en
ryption te
hnology. The paperwill also explore the CGD ar
hite
ture and provide instru
tions forimplementing disk-level en
ryption on a new installation of NetBSD.
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1 Data se
urity in untrusted environmentsSystem Administrators have often thought that it is impossible to se
ure asystem when it is lo
ated in an untrusted environment. Histori
ally, theyhave been right. After an atta
ker has dire
t a

ess to a ma
hine it is trivialto insert a bootable CD and bypass software a

ess 
ontrols. A passwordprote
ted bios 
an be sidestepped by opening the 
ase and installing thedrives into an alternate ma
hine. In enterprise environments, servers areusually pla
ed behind the lo
ked doors of a data 
enter. This strategy hasseveral important short
omings.1.1 Three S
enarios for ConsiderationNetworks are, in the end, a good deal more organi
 than most se
uritypersonnel will a
knowledge. Lo
king away the servers is often less helpfulthan assumed. The following examples will show where normal physi
ala

ess 
ontrols fail.1.2 Wandering LaptopsLaptops have a way of dissapearing. During the summer of 2000, Los AlamosNational Laboratory lost several, and the information they 
ontained wasvital to national se
urity. They were later found behind a 
opy ma
hine andno real damage was done. The idea of su
h sensitive data being disseminatedlaun
hed a Congressional investigation. Last January the �nan
ial servi
es
ompany Ameriprise Finan
ial In
. was for
ed to notify over 158,000 
us-tomers that their personal information had been 
ompromised after one ofits laptop was stolen. The missing data 
ontained names, So
ial Se
uritynumbers and a

ount information.1.3 Inse
ure Hardware DisposalHardware disposal is the last phase of the infrastru
ture life-
y
le. Be
ause
omputers 
ontain large quantities of lead and other environmentally un-pleasant materials, lo
al land�lls rarely a

ept them. An entire industryhas evolved to re
y
le hardware, and many people have been surprised to�nd their �nan
ial data sitting on drives for sale on e-bay. Se
ure drivedisposal nessisi
ates overwriting the data multiple times; when there is anentire oÆ
e worth of ma
hines the required e�ort 
an be immense. It ishardly surprising that this time 
onsuming task is rarely 
ompleted.1.4 Theft at the Data CenterOutsour
ing 
reates another set of issues for physi
al data 
enter se
urity.When a 
ompany owns the servers, the network, and the data 
enter, it3
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is straightforward to set and enfor
e poli
y. When a third party beginsto assume these fun
tions, a 
ompany now only has the ability to makeagreements that may or may not be followed by the provider. The physi
alse
urity they provide may break down in unexpe
ted ways, leaving ma
hinesvulnerable to theft. This is an espe
ially large 
on
ern for 
ompanies thatemploy overseas �rms to manage their equipment.2 Using CGD to Mitigate the ThreatTo restate the problem, "How 
an our data be kept se
ure if our hardware
annot?" NetBSD, a freely available Unix-like operating provides a novelsolution 
alled the Cryptographi
 Disk Driver, or CGD.2.1 Introdu
ing the Te
hnologyCGD is a 
ryptographi
 subsystem that provides se
ure data storage. Withit employed, a system may be lost, stolen, or improperly disposed of withoutrisking the loss of sensitive data.2.2 CapabilitiesWith CGD, you are, in essen
e, given an en
rypted �lesystem. Even if anatta
ker reboots the 
omputer with a live CD su
h as Knoppix, without thepass-phrase the data remains ina

essible. Compared to similar te
hnologiesCGD is quite transparent. It provides a virtual drive on whi
h a �lesystem isbuilt, and as su
h does not alter the traditional Unix se
urity model. Whena ma
hine is booted, before the normal startup routine, the user is presentedwith a password prompt that must be entered before the �lesystem 
an bemounted. After mounting, the system appears to be a normal Unix-likesystem.2.3 LimitationsAny 
ryptographi
 subsystem 
arries with it a performan
e penalty. En-
rypting and de
rypting data uses 
pu 
y
les and will slow a system duringperiods of heavy disk I/O. There is also the issue of a lost pass-phrase; whenit is gone, so is your data. Without it you are in the same position as theperson who stole your laptop. Creating regular se
ure ba
kups is advised.3 Exploring the CGD Ar
hite
tureNetBSD's CGD is implemented in two parts, a kernel driver that providesan en
rypted interfa
e to raw partitions and a userland 
on�guration utility.4
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3.1 Raw Partition En
ryptionThe kernel portion of CGD is implemented as a psuedo-devi
e driver. Itis in the same 
lass as other spe
ial purpose drivers in the NetBSD kernel.Two examples are the 

d interfa
e to multiple 
on
atenenated disks andthe rnd interfa
e for random numbers. When employed, it sits below thebu�er 
a
he and exports an en
rypted interfa
e to a raw devi
e.Be
ause of its position in the kernel, any �lesystem 
an be 
reated on topof an en
rypted partition. Although primarily used for the FFS �lesystem,it is possible to 
reate an MSDOS 
ompatable FAT �lesystem or the Spritederived LFS �lesystem. It will, however, not be possible to dire
tly a

essthese �lesystems from anything other than a NetBSD ma
hine. Perhapsmore useful is the possiblitiy of 
reating of an en
rypted ba
kup with a 
gdbased CD9660 image. A CGD 
an also be used for the ba
king of a swappartition or a raw devi
e for database storage.CGD is designed to be modular; it is independent of any one parti
u-lar 
ipher or key generation method. For en
ryption methods, it 
urrentlysupports aes-
b
, blow�sh and 3des. Ea
h have various strengths that makethem more appropriate for di�erent threat ve
tors. For key generation,pk
s5 pbkdf2 is used for pass-phrases. Also supported is a gssapi interfa
e.With a gssapi 
ompatible keyserver remote reboots be
ome a possibility.In addition, there exists a randomkey method whi
h uses a random stringas the en
ryption key. It is intended for use in swap spa
e, where having
ontents survive a
ross reboots is a disadvantage.3.2 Userland Con�guration UtilityThe userland tool is named 
gd
on�g. It 
an 
on�gure a new CGD devi
e,verify that it 
ontains a valid �lesystem, 
on�gure the en
ryption s
heme,and output a parameter �le that will allow the devi
e to be re
on�guredon reboot. With it you 
an also s
rub a disk bit-by-bit with random data.This will prevent an atta
ker from being able to determine whi
h parts ofthe drive are blank.4 Instru
tions for Installing CGDThe pro
eeding se
tion will give a step by step overview for installing NetBSD-3.0 with CGD. With the ex
eption of a tiny root �lesystem, everything willbe en
rypted. This pro
ess involves a normal install of NetBSD followedby a dump of all but the root �lesystem to a remote ma
hine. On
e the�lesystems have been ba
ked up, the disklabel will be reworked and madeCGD aware. A CGD devi
e will then be 
reated and the �lesystem will berestored. 5
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4.1 Ma
hine Des
riptionThe target system is a Pentium II with 256 megabytes of RAM. It 
ontainsa 10 gigabyte hard drive and a generi
 intel ethernet 
ard. NetBSD isquite 
apable on older hardware, and the performan
e penalty in
urred fromrunning on su
h a modest system is negligible. An ssh server with suÆ
ientdisk spa
e should exist somewhere on the network. It will hold the �lesystemdump images.4.2 Initial NetBSD InstallationThe initial install should follow the NetBSD-3.0 installation guide for thei386 ar
hite
ture. It is straightforward and should not 
ause any signi�
antdiÆ
ulties. It might be prudent to delay installing the XFree86 sets untilafter the CGD �lesystems are 
reated and restored. Sin
e we are going todump the �lesystems over the network, the spa
e savings will redu
e our
on�guration time. We will install the 
ompiler tools as we need to rebuildthe GENERIC kernel with support for CGD.4.3 Kernel Re-CompilationAfter the initial install is 
ompleted, log on to the NetBSD ftp server anddownload tar the kernel sour
es, syssr
.tar.gz. As root extra
t the sour
edistribution:lo
alhost# tar xvfz syssr
.tar.gz -C /To rebuild the kernel, 
hange into the /usr/sr
/sys/ar
h/i386/
onf dire
-tory and 
opy the GENERIC kernel 
on�guration �le to GENERIC-CGD.lo
alhost# 
d /usr/sr
/sys/ar
h/i386/
onflo
alhost# 
p GENERIC GENERIC-CGDOpen the GENERIC-CGD �le with your preferred text editor and un-
omment the line 
ontaining "psuedo-devi
e 
gd." We will now 
on�gureand build the new kernel.lo
alhost# 
onfig GENERIC-CGDBuild dire
tory is ../
ompile/GENERIC-CGDDon't forget to run "make depend"lo
alhost# 
d ../
ompile/GENERIC-CGD6
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lo
alhost# make depend && make(kernel build output follows...)The kernel may take some time to build depending on the speed of yourma
hine. On
e the 
ompilation is �nished, the 
urrently running kernelneeds to be ba
ked up and repla
e with the new one. Assuming you arein /usr/sr
/sys/ar
h/i386/
ompile/GENERIC-CGD, exe
ute the following
ommands:lo
alhost# 
p /netbsd /netbsd.oldlo
alhost# 
p netbsd /lo
alhost# reboot4.4 Filesystem Ba
kupsOn
e the system is rebooted we 
an start 
reating the 
gd �lesystems. Loginas root and bring the system down into single user mode.lo
alhost# shutdown nowShutdown NOW!shutdown: [pid 508℄wall: You have write permission turned off; no reply possible*** FINAL System shutdown message from root�lo
alhost.lo
alnet.org ***System going down IMMEDIATELYlo
alhost# Mar 20 13:20:50 lo
alhost shutdown: shutdown by root:System shutdown time has arrivedAbout to run shutdown hooks...Stopping 
ron.Waiting for PIDS: 506.Stopping inetd.Mon Mar 20 13:21:02 EST 2006Done running shutdown hooks.Mar 20 13:21:17 lo
alhost syslogd: Exiting on singlal 15Enter pathname of shell or RETURN for /bin/sh: (Hit return)# 7
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We need to ba
kup the default mbr as an individual �le. This will beneeded later to fdisk the 
gd.# s
p /usr/mde
/mbr user�shell.somema
hine.net:/home/userAt this point we need to unmount the all but the root �lesystem anddump the images. Doing so in single user mode ensures that the ba
kupsare made 
orre
tly.# mount/dev/wd0a on / type ffs (lo
al)/dev/wd0f on /var type ffs (lo
al)/dev/wd0e on /usr type ffs (lo
al)/dev/wd0g on /home type ffs (lo
al)kernfs on /kern type kernfs (lo
al)# umount /var /usr /home# mount/dev/wd0a on / type ffs (lo
al)kernfs on /kern type kernfs (lo
al)Now that everything is unmounted, we begin the dump. Sin
e we onlyhave one disk in this system, we are pushing the dump to a remote �lesystemvia ssh. The majority of the tools we need for the dump sit under /usr, weneed to use the stati
ly linked binaries under /res
ue.# 
d /res
ue# ./dump -0uan -f - /var | ./gzip | ./ssh user�shell.somema
hine.net \> "dd of=/home/user/var.dmp.gz"(Dump output begins. For ea
h dump type in ssh password when prompted.)# ./dump -0uan -f - /usr | ./gzip | ./ssh user�shell.somema
hine.net \> "dd of=/home/user/usr.dmp.gz"# ./dump -0uan -f - /home | ./gzip | ./ssh user�shell.somema
hine.net \> "dd of=/home/user/home.dmp.gz"4.5 Disk PreparationOur next task is to modify the disklabel. We will delete the entries for/home, /var, and /usr and 
reate a single entry to 
ontain the 
gd. Yourindividual drive details (tra
ks, se
tor size) will vary.8
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# disklabel /dev/wd0type: unknowndisk: HARDDISKlabel:flags:bytes/se
tor: 512se
tors/tra
k: 63tra
ks/
ylinder: 16se
tors/
ylinder: 1008
ylinders: 8322total se
tors: 8388608rpm: 3600interleave: 1tra
kskew: 0
ylinderskew: 0headswit
h: 0 # mi
rose
ondstra
k-to-tra
k seek: 0 # mi
rose
ondsdrivedata: 016 partitions:# size offset fstype [fsize bsize 
pg/sgs℄a: 525168 63 4.2BSD 1024 8192 43768 # (Cyl. 0*- 521*)b: 525168 525231 swap # (Cyl. 521*- 1042*)
: 8388545 63 unused 0 0 # (Cyl. 0*- 8322*)d: 8388608 0 unused 0 0 # (Cyl. 0 - 8322*)e: 2097648 1050399 4.2BSD 2048 16384 21872 # (Cyl. 1042*- 3123*)f: 66528 3148047 4.2BSD 1024 8192 8320 # (Cyl. 3123*- 3189*)g: 5174033 3214575 4.2BSD 2048 16384 26864 # (Cyl. 3189*- 8322*)# disklabel -i wd0partition> P16 partitions:# size offset fstype [fsize bsize 
pg/sgs℄a: 525168 63 4.2BSD 1024 8192 43768 # (Cyl. 0*- 521*)b: 525168 525231 swap # (Cyl. 521*- 1042*)
: 8388545 63 unused 0 0 # (Cyl. 0*- 8322*)d: 8388608 0 unused 0 0 # (Cyl. 0 - 8322*)e: 2097648 1050399 4.2BSD 2048 16384 21872 # (Cyl. 1042*- 3123*)f: 66528 3148047 4.2BSD 1024 8192 8320 # (Cyl. 3123*- 3189*)g: 5174033 3214575 4.2BSD 2048 16384 26864 # (Cyl. 3189*- 8322*)partition> b 9
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Filesystem type [?℄ [swap℄: (Hit return)Start offset ('x' to start after partition 'x') [[n℄
, [n℄s, [n℄M℄: 0Partition size ('$' for all remaining) [[n℄
, [n℄s, [n℄M℄: 0partition> eFilesystem type [?℄ [4.2BSD℄: (Hit return)Start offset ('x' to start after partition 'x') [[n℄
, [n℄s, [n℄M℄: 0Partition size ('$' for all remaining) [[n℄
, [n℄s, [n℄M℄: 0partition> fFilesystem type [?℄ [4.2BSD℄: (Hit return)Start offset ('x' to start after partition 'x') [[n℄
, [n℄s, [n℄M℄: 0Partition size ('$' for all remaining) [[n℄
, [n℄s, [n℄M℄: 0partition> gFilesystem type [?℄ [4.2BSD℄: (Hit return)Start offset ('x' to start after partition 'x') [[n℄
, [n℄s, [n℄M℄: 0Partition size ('$' for all remaining) [[n℄
, [n℄s, [n℄M℄: 0We are a
tually setting ea
h partition to zero bytes. It has the same e�e
tas deleting it. Partitions "
" and "d" represent the entire drive, do not alterthem. Now we 
reate a partion for the 
gd devi
e. We will set the �lesystemtype to "

d" as NetBSD's disklabel has no 
gd type. It has no real e�e
tother than as a reminder.partition> eFilesystem type [?℄ [4.2BSD℄: 

dStart offset ('x' to start after partition 'x') [0
, 0s, 0M℄: aPartition size ('$' for all remaining) [0
, 0s, 0M℄: $e: 786337 525231 

d # (Cyl. 521*- 8322*)partition> W (write the label)Label disk [n℄? yLabel writtenpartition> Q4.6 CGD CreationBefore we a
tually 
reate the 
gd, we need to s
rub the drive with randomdata. The la
k of empty se
tors on the drive will dis
ourage forensi
 analysis.We do this is two steps. First, initialize the 
gd devi
e using /dev/urandomas the key and next, write over ea
h bit of the devi
e with dd.# 
gd
onfig -s 
gd0 /dev/wd0e aes-
b
 128 < /dev/urandom# dd if=/dev/zero of=/dev/r
gd0d bs=32k# 
gd
onfig -u 
gd0 10
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Now for the a
tual 
gd 
reation.# e
ho '
gd0 /dev/wd0e' > /et
/
gd/
gd.
onf# 
gd
onfig -g -V disklabel -o /et
/
gd/wd0e aes-
b
 256# 
gd
onfig -V re-enter 
gd0 /dev/wd0e/dev/wd0e's passphrase:re-enter devi
e's passphrase:A bit of explanation is in order. We �rst 
reate the 
gd 
on�guration�le, then we build the devi
e, and last we 
on�gure the passphrase. Pleaseremember whatever passphrase you use. After this point, losing it will renderyour data 
ompletely ina

essible. You 
annot get it ba
k.Now to begin the fdisk and disklabel 
reation. This will build �lesystemsfor swap, /var, /usr, and /home.# mkdir /usr/mde
# /res
ue/ssh user�somema
hine.net "
at /home/user/mde
" | dd of=/usr/mde
/mbr(This restores the mbr for the fdisk)# fdisk -u 
gd0fdisk: primary partition table invalid, no magi
 in se
tor 0Disk: /dev/r
gd0dNetBSD disklabel disk geometry:
ylinders: 3839, heads: 1, se
tors/tra
k: 2048 (2048 se
tors/
ylinder)total se
tors: 7863377BIOS disk geometry:
ylinders: 489, heads: 255, se
tors/tra
k: 63 (16065 se
tors/
ylinder)total se
tors: 7863377Do you want to 
hange our idea of what BIOS thinks? [n℄Partition table:0: <UNUSED>1: <UNUSED>2: <UNUSED>3: <UNUSED>Bootsele
tor disabled.Whi
h partition do you want to 
hange?: [none℄We haven't written the MBR ba
k to disk yet. This is your last 
han
e.Partition table: 11
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0: <UNUSED>1: <UNUSED>2: <UNUSED>3: <UNUSED>Bootsele
tor disabled.Should we write new partition table? [n℄ y# disklabel -I -i 
gd0partition> aFilesystem type [?℄ [4.2BSD℄:Start offset ('x' to start after partition 'x') [0
, 0s, 0M℄: 0Partition size ('$' for all remaining) [3839.54
, 7873377s, 3839.54M℄: 0partition> bFilesystem type [?℄ [unused℄: swapStart offset ('x' to start after partition 'x') [0
, 0s, 0M℄: 0Partition size ('$' for all remaining) [0
, 0s, 0M℄: 256Mb: 524288 0 swap # (Cyl. 0 - 255)partition> eFilesystem type [?℄ [unused℄: 4.2BSDStart offset ('x' to start after partition 'x') [0
, 0s, 0M℄: bPartition size ('$' for all remaining) [0
, 0s, 0M℄: 512Me: 1048576 524288 4.2BSD 0 0 0 # (Cyl. 256 - 767)partition> fFilesystem type [?℄ [unused℄: 4.2BSDStart offset ('x' to start after partition 'x') [0
, 0s, 0M℄: ePartition size ('$' for all remaining) [0
, 0s, 0M℄: 1024Mf: 2097152 1572864 4.2BSD 0 0 0 # (Cyl. 768 - 1791)partition> gFilesystem type [?℄ [unused℄: 4.2BSDStart offset ('x' to start after partition 'x') [0
, 0s, 0M℄: fPartition size ('$' for all remaining) [0
, 0s, 0M℄: 1024Mf: 4193361 3670016 4.2BSD 0 0 0 # (Cyl. 1792 - 3839*)partition> WLabel disk [n℄? yLabel writtenpartition> Q# newfs /dev/
gd0e(newfs output follows)# newfs /dev/
gd0f(newfs output follows)# newfs /dev/
gd0g(newfs output follows)# 
p /et
/fstab /et
/fstab.bak# 
at > /et
/fstab 12



© SANS Institute 2006, Author retains full rights.

©
 S

AN
S 

In
st

itu
te

 2
00

6,
 A

ut
ho

r r
et

ai
ns

 fu
ll 

rig
ht

s.

Key fingerprint = AF19 FA27 2F94 998D FDB5 DE3D F8B5 06E4 A169 4E46

/dev/wd0a / ffs rw 1 1/dev/
gd0b none swap sw 0 0/dev/
gd0b /tmp mfs rw,-s=132048 0 0kernfs /kern kernfs rwpro
fs /pro
 pro
fs rw,noauto/dev/
gd0e /var ffs rw,softdep 1 2/dev/
gd0f /usr ffs rw,softdep 1 2/dev/
gd0g /home ffs rw,softdep 1 2(Hit Ctrl-D)# mount -aAll the 
gd aware �lesystems should be mounted. Now, on to the datarestoration.4.7 Data RestorationTo restore the data, we pull it o� the server via ssh and 
at it through/res
ue/restore.# 
d /var# /res
ue/ssh user�shell.somema
hine.net "
at /home/user/var.dmp.gz" | \/res
ue/gunzip | /res
ue/restore rf -user�shell.somema
hine.net's password: (Enter password)# 
d /usr# /res
ue/ssh user�shell.somema
hine.net "
at /home/user/usr.dmp.gz" | \/res
ue/gunzip | /res
ue/restore rf -user�shell.somema
hine.net's password: (Enter password)# 
d /home# /res
ue/ssh user�shell.somema
hine.net "
at /home/user/home.dmp.gz" | \/res
ue/gunzip | /res
ue/restore rf -user�shell.somema
hine.net's password: (Enter password)# rebootThe system will prompt for a passphrase before it mounts the 
gd �lesys-tems. Beyond that, it should look like a normal installation of NetBSD.
13
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Key fingerprint = AF19 FA27 2F94 998D FDB5 DE3D F8B5 06E4 A169 4E46

4.8 Con
lusionsNetBSD's CGD subsystem is a pra
ti
al method for se
uring data in un-trusted environments. It provides system administrators a level of assuran
ethat has up to now been unavailable.
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