
Global Information Assurance Certification Paper

Copyright SANS Institute
Author Retains Full Rights

This paper is taken from the GIAC directory of certified professionals. Reposting is not permited without express written permission.

Interested in learning more?
Check out the list of upcoming events offering
"Security Essentials: Network, Endpoint, and Cloud (Security 401)"
at http://www.giac.org/registration/gsec

http://www.giac.org
http://www.giac.org
http://www.giac.org/registration/gsec


©
 S

A
N

S 
In

st
itu

te
 2

00
0 

- 2
00

2,
 A

ut
ho

r r
et

ai
ns

 fu
ll 

ri
gh

ts
.

 
 
 
 
 
 
 
 
 
 
 
 
Key fingerprint = AF19 FA27 2F94 998D FDB5 DE3D F8B5 06E4 A169 4E46 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Key fingerprint = AF19 FA27 2F94 998D FDB5 DE3D F8B5 06E4 A169 4E46 
 

© SANS Institute 2000 - 2002 As part of GIAC practical repository. Author retains full rights.
1 

Paul Mason Ford 
 

Incident Reporting & Automation 
 
INTRODUCTION 

During recent years, the rate of scans, probes, and intrusions have been increasing at a 
dramatic rate.  Some organizations require that these incidents be reported to various 
incident-handling organizations, while for others, it is part of being a responsible Internet 
site.  This has created a situation that requires an automated method to process routine 
incident reports.  Most of the incident reporting process can be automated, as long as 
proper safeguards are in place.  Care has to be taken in the automating incident reporting 
to prevent the accidental transmission of erroneous or incomplete reports. 
 

When our organization first started producing incident reports by hand in 1998, the 
incidents normally consisted of about 10 scans a day.  Processing the reports by hand 
required on average about 10 minutes of labor for each report.  This required about 90 
man-minutes to process incident reports.  On Mondays, the reports regarding the 
incidents that occurred over the weekend had to be processed, about 30 of them.  This 
required about 5 man-hours to process these reports.  At the peak, about 50 reports were 
being generated a day.  To manually process this much data would require about 500 
man-minutes (8.3 man-hours). 

 
The solution to the increased workload was the development of an in-house 

application to automate most of the tasks required to generate routine incident reports.  
This application analyzes the intrusion detection data, filters it, performs whois and DNS 
lookups, and matches the data to ports known to be in use by crackers.  The application 
does not replace human analysis or is used for the production of reports regarding 
systems that have been compromised.  It performs most of the work without human 
intervention and requires only about 30 seconds for analysis and submittal per message. 
 
IMPORTANCE OF INCIDENT REPORTING 

For many years, information security specialists felt that by not sharing information 
about incidents, they would keep quiet the fact that problems even existed.  Many 
businesses still have a problem with the idea of releasing negative information to the 
public for fear that it would draw negative attention or the value of their company would 
be decreased.  This gave crackers the advantage.  By their sharing of information, they 
are able to build upon each other’s work and carry out more improved and dangerous 
exploits.  By the system admins not sharing information, they were unaware that 
problems existed and how to correct the problems.  For crackers, this created an “open 
season” effect on information systems. 
 

There are numerous advantages to submitting incident reports.  According to CERT, 
the major reasons why you should report incidents are: 

1. To receive technical assistance, 
2. Correlation of events, 
3. Statistics collection, 
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4. Increased security awareness, 
5. Better security documentation, 
6. Organizational policy, and 
7. Because you are a responsible site on the Internet. 

 
By providing incident reports to the appropriate incident handling organizations, they can 
use the information to improve information security.  Improvements that these 
organizations are providing are technical assistance on how to correct security problems 
and raising security awareness by alerting administrators about vulnerabilities and bad 
security practices.  Also, some law enforcement agencies are incident handling 
organizations.  These agencies use incident reports to start investigations that lead to the 
prosecution of those who launch attacks against information systems.  Reporting 
incidents provides valuable data to organizations that work to improve information 
security. 
 
INCIDENT REPORTING GUIDELINES 

What and to whom do you report?  The Forum of Incident Response and Security 
Teams (FIRST), currently has nearly 70 members.  This means that you need to work 
with your organization to determine the proper incident handlers.  As for what to include 
in the report, the table below lists guidelines from three major incident handlers 
(Carnegie Mellon University’s CERT, FBI’s NIPC, & DoN’s FIWC): 
 

Table 1.  Incident Report Data Fields. 

Item Guidelines 
Incident Reference Numbers Provide a unique incident number for each report.  

Reference any other applicable incident report 
numbers. (CERT) 

Point of Contact Information Provide as much POC information as possible; mailing 
address, e-mail address, telephone numbers (voice, 
pager, fax).  (CERT, NIPC, FIWC) 

Disclosure Information Include a short disclosure or non-disclosure statement 
about what data should or should not be available to 
others.  (CERT)  Information may be shared with “The 
Public” or “InfraGard Members with Secure Access”? 
(NIPC) 

Physical Location Provide address for where the system is located.  
(NIPC, FIWC) 

Mission/Mission Critical What is the mission of the system involved?  Is the 
system critical to the organization’s mission?  (NIPC, 
FIWC) 

Operating System & Hardware Provide operating system and hardware information.  
(NIPC, FIWC) 

Security Measures List what security measures are in place; firewall, IDS, 
auditing, encryption, etc.  (NIPC, FIWC) 

How Identified How was the attack identified?  (FIWC) 
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Hosts Involved Include host names and IP addresses of sources and 
destinations involved.  (CERT, NIPC, FIWC)  Also, 
dumping data from whois and rwhois can provide 
additional information. 

Description of Activity Describe the activity.  Were any vulnerabilities 
exploited, modifications made to the system, or 
software installed? (CERT)  Was the attack a virus, 
denial of service, distributed denial of service, Trojan 
horse, trap door, or other?  (NIPC)  Actions attempted.  
(FIWC) 

Evaluation of Attack Success Did the attacker succeed in penetrating the system?  
Did damage result?  (NIPC, FIWC) 

Classification List classification of system.  Was any classified data 
compromised?  (NIPC, FIWC) 

Log Extracts Include log entries that are related to the incident.  
Remove any unrelated entries to avoid confusion.  If 
numerous log entries exist, include a sample of the 
entries and the total number of entries generated by the 
incident.  Provide a description of the format may be 
helpful.  (CERT) 

Date/Time & Duration Provide the date, time, and duration of the incident.  
(NIPC, FIWC) 

Time Zone and Clock 
Accuracy 

Provide the time in GMT offset to avoid international 
time zone confusion.  State whether the times in the log 
are accurate or not.  If not, state the difference.  If the 
clock is synchronized with a time source, state so.  
(CERT) 

Any Response Expected State whether the report is for informational purposes 
only or if you are seeking assistance from an incident 
handler.  (CERT) 

Corrective Action What actions have been taken to mitigate risk; 
disconnect, backup, checked binaries, etc.?  (NIPC) 

 
 
This list shows that detailed data is requested by each incident handling organization. To 
properly complete an incident report regarding a compromised system, the system 
administrator will need to collect detailed data during the analysis of the incident. Based 
on this list, only scans, probes, and connection attempts that do not result in a security 
compromise can be handled with only a minimum amount of manpower. 
 
AUTOMATED INCIDENT REPORTING 

Using software to generate routine incident reports can greatly reduce the amount of 
time required, provide more accurate information, and perform more complicated data 
filtering.  However, great care must be taken to ensure that an analyst reviews the reports 
and that the data used to generate the report is correct.  The software solution can be a 
script or program that uses various standard network utilities to gather information, then 
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format and send reports.  Our organization uses a Visual BASIC program that processes 
log files from the firewalls.  Future enhancements will permit the utilization of data from 
multiple intrusion detection systems to provide more detailed data on incidents. 
 

Automated incident reporting does NOT work in all situations.  Incident reports 
should be manually processed if a compromised information system is involved, new 
network security system is brought online, or further investigation of the event is 
required.  Investigations of compromised systems require detailed data (see Table 1) 
about the system involved, full automation of the incident reporting is not practical or 
advised.  Since many intrusion detection systems base their detection on signatures 
within packets, many IDSs can generate false positive data.  It takes time for the analyst 
to recognize which alerts are false positives and to adjust the configuration to reduce false 
positives.  Automated incident reporting using data from new IDS systems is not 
recommended. 
 

BEFORE sending incident reports, there are some prerequisites.  First, ensure that 
you have accurate times on all systems.  This will assist with the correlation of the data 
from multiple systems (hosts, network sensors, firewalls, etc.).  Also, it will assist the 
incident handling organizations with the correlation of events from multiple sites.  
Second, it is important to have well-established network security systems and 
configurations in place.  If new firewall software, IDS sensor, firewall strategy, or IDS 
configuration is installed, the data could contain false positives.  This could be 
embarrassing to your organization and will cause additional work for the incident 
handlers.  Finally, send the reports to a local e-mail address and review the reports as they 
would appear to the recipients.  Verify that all information is correct.  A week or so may 
be required to correct any problems that arise, do not perform testing for just a day and 
think that the software is working properly. 

 
Our automated reporting system processes the data in several stages: 
 

1. Filtering – Some incident handling organizations have guidelines on what data to 
report.  The guideline that our organization utilizes is based on a standard provided by 
FIWC.  The basic components of the guideline are; a) ports of interest, b) # of packets 
within 12 hours to a single network address space, or c) # of packets within 12 hours 
to multiple network address spaces.  Ports of interest can be found at 
http://www.simovits. com/nyheter9902.html.  The program performs two passes on the data 
to determine which sources have met the criteria for the amount of traffic and/or port 
of interest. 

2. DNS lookups – nslookups are performed on both source and destination addresses to 
resolve the host names of the systems involved.  The program creates a file and then 
shells out to use the standard nslookup utility. 

3. Whois lookups – whois queries are performed on the source addresses to identify the 
ownership of the source network.  The whois.arin.net, whois.ripe.net, 
whois.apnic.net, and is-1.nic.mil sites are queried.  The results are analyzed to find 
the entry that best describes the source network. 
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4. Resolve protocol/ports – the program looks up the protocols and ports utilized in the 
incident in a file maintained by IANA.  It can be retrieved  at  
http://www.isi.edu/in-not es/iana/ assignments/port-numbers. 

5. Ports of interest matching – the program inserts a comment noting the ports of interest 
that were matched for each packet. 

6. Report formatting – the data collected is formatted into the message format requested 
by FIWC, as shown in Figure 2 on the next page.  Since an incident can produce 
numerous log entries, the data is summarized to the first and last twenty entries.  A 
total of the log entries is then listed in the report. 

7. Report review – once the program has formatted all of the reports, each report is 
displayed so that the analyst can review the information for completeness and 
accuracy, see Figure 1.  If the analyst detects an error, it can be corrected by selecting 
the “Edit Report” function.  This function also permits the analyst to insert additional 
data from other intrusion detection systems such as SHADOW or Snort.  Selecting 
“Edit Report” brings up the report in WordPad to permit freeform editing of the 
message.  After exiting WordPad, the program reads the modified message and 
redisplays it.  Finally, selecting “Discard Report” skips the transmission of the report.  
This function is used when a false positive is detected. 

 

 
Figure 1.  NetGuard Gardian Firewall Log Analysis & In cident Reporting Tool Display. 

8. Report transmittal – when the analyst selects “Send Report” the incident report (see 
Figure 2) is sent via an SMTP program called, “Blat”.  This program can transmit any 
file in various formats via SMTP to an e-mail server.  The incident report is also 
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formatted into HTML (see Figure 3) to increase the readability of the message that is 
sent to local administrators for review. 

 

 
Figure 2.  Sample Automated Incident Report in Text Format. 
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Figure 3.  Sample Automated Incident Report in HTML Format. 
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PLANNED IMPROVEMENTS 
Some organizations collect data regarding incidents from multiple sources.  Firewalls, 

routers, SHADOW, Snort, ISS RealSecure, VPN gateways, and host systems can provide 
additional data about incidents.  One method to collect the data into a central location is 
using syslog.  The version of syslog that our organization utilizes, Kiwi’s Syslog 
Daemon, permits data to be passed to an external program and database.  The next major 
version of the automated incident reporting software will use the database to perform 
queries to extract the data collected from multiple systems from the database.  This will 
permit even more detailed information regarding incidents without requiring additional 
personnel. 
 
CONCLUSION 

Reporting incidents to incident handling organizations permits them to provide better 
solutions to information security problems.  Automating incident reports for routine 
scans, probes, and attacks that do not result in a system compromise permits more 
information to be sent to incident handling organizations with a minimum of human 
intervention. Also, with the increasing number of incidents, automating the reports 
reduces the data to a manageable level. This permits the analysts to concentrate on 
improvements to information security systems and practices.  Automated incident 
reporting does not replace detailed analysis and reporting when a system compromise is 
suspected. 
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