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Abstract

Machine data is one of the most important artifacts when it comes to monitoring
and detecting computer security threats. However, while having more data
increases chances to spot suspicious patterns, handling and processing it without
making use of specialized tools is quite difficult. Network packet analyzers do not
offer a broad view on what is happening within a network. Splunk can help
addressing that challenge by indexing packet capture (pcap) data, benefiting from
its data analytics capabilities.
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1. Introduction

Security Analytics is one of the most discussed topics within the Information
Security (IS) industry, especially when combined with another buzzword such as Big
Data. With a myriad of tools and platforms available in the market, often freely available
for full evaluation, Splunk is among the ones standing out by promoting such trend,

fostering data analytics practice within the IS community and professionals.

Data analytics is defined as the application of computer systems to the analysis of
large data sets for the support of decisions. The analysis is often supported by additional
scientific disciplines, such as statistics, pattern recognition and machine learning
(Runkler, 2012). Therefore, Security Analytics is about making use of such approach for
enabling actions and driving decisions towards securing data. Nevertheless, when
defining or assessing a data set, its size is not the only attribute taken into account since it

might relate to a lot of different data types and it might change in a fast pace.

In 2001, analyst Doug Laney defined data growth challenges and opportunities as
being three-dimensional, with increasing volume, velocity and variety. Those are known

as the 3Vs used to describe the term Big Data (Krishnan, 2013).

According to researchers at Securosis, Big Data is not really about data, it's about
tools that manage and derive value from data'. Thus, Big Data Security Analytics is not
limited to lots of data processing, nor about using a specific security tooling, but about
building up a scalable platform for enabling skilled professionals to rapidly mine the data

they are looking for, as a core component of an enterprise's Security Program.

Splunk is well known as a platform used to collect and query on machine data.
Machine data is data produced all the time by nearly every piece of software or electronic
device. It can be generated by both machine-to-machine (M2M) as well as human-to-
machine (H2M) interactions (Mohanty et al, 2013). Throughout this document, Splunk
refers to Splunk Enterprise which is explained in more details later in this document (Lab

setup).

' Security Analytics with Big Data,
https://securosis.com/assets/library/reports/SecurityAnalytics BigData V2.pdf
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1.1. What knowledge is shared here?
This paper outlines some of Splunk's major analytics features by leveraging one
digital artifact widely known by the computer security community: a network packet

capture (pcap) file. Here are some of objectives covered by this document:

* Prepare a Linux operating system for hosting the exercises, covered in details

later on section “Lab's questionnaire”;

* Prepare data to be consumed by Splunk by using tshark, one of the command-line

components of Wireshark package;

* Install and configure Splunk Enterprise (version 6.0.2) for indexing and enabling

querying on pcap file's content referred in this document;

* Use Splunk major features to generate stats and charts, which can be seamlessly
applied to any other data sets, enabling readers to evaluate Splunk as a data

mining or Business Intelligence (BI) platform.

Note that event correlation is not covered here since that feature is often found
and performed by the Security Information and Event Management (SIEM) engines. This
paper aims at highlighting Splunk's features around data mining and reporting from a

didactic point of view.

Knowledge about Open Source Software (OSS) as well as network concepts will
help understanding and applying the experiments carried on here, which are fully
repeatable. Additional information is found from the references section available at the

end of this paper.

Alexandre Teixeira, forensick@ymail.com



Security Analytics: having fun with Splunk and a packet capture file | 5

2. Lab setup

2.1. Description

Splunk actually supports several operating systems, including FreeBSD and
Linux. For this lab, Fedora Linux is used as the hosting operating system (OS) for a sort
of all-in-one Splunk setup described later. Even though some components are covered in
more details, please refer to specific documents indicated on the appendix section for a
comprehensive documentation, including Fedora Linux installation guide (2013) and

Wireshark User's Guide ( Lamping, U., Sharpe, R., & Warnicke, E., 2013).

Splunk recommends the following hardware (HW) requirements in order to run
Splunk Enterprise software on Linux: 2x six-core, 2+ GHz CPU, 12 GB RAM,
Redundant Array of Independent Disks (RAID) 0 or 1+0, with a 64 bit OS installed.
However, for a simple lab evaluation, it should run well with low-end HW, as well as on
virtualized environment with reasonable performance degradation. More details can be

found from the following link:

http://docs.splunk.com/Documentation/Splunk/latest/Installation/Systemrequirements

The following describes the main components used to perform the exercises

presented throughout this paper:

* Hardware
o Intel(R) Core(TM)2 Duo CPU T6600 @2.20GHz (64-bit)
o 4GB RAM
o 150GB disk space with standard EXT4 partitioning
° Software
o Linux distribution: Fedora release 20 (Heisenbug), Desktop Edition2
o Splunk version: splunk-6.0.2-196940.x86 64 (RPM package)

o Timezone: UTC (to change, execute: timedatectl set-timezone UTC)

Full details about the HW and OS specs, including a full »pm -qga output, can be

found at the appendix section “Lab specs”.

2 Fedora Linux project’s website — Download area, http://fedoraproject.org/en/get-fedora

Alexandre Teixeira, forensick@ymail.com
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2.2. Lab configuration
From this point on, it's assumed that Linux is properly installed and requirements

mentioned before are met.

Note: for this section, all commands need to be executed as root user or by using sudo
functionality, unless mentioned otherwise. Internet connectivity is mandatory, unless a

local Linux repository is available.

The following command will automatically download and update the latest
Fedora software available from internet (by default) package repositories:
yum -y update

Aside from default installed packages, the following ones need to be installed by

executing the commands below:

yum -y install wireshark

yum -y install wireshark-gnome
To download Splunk, an account must be used in order to get access to the

Download area at Splunk portal. New users can sign in via the following link:

https://www.splunk.com/page/sign up

Once a user is logged in to the portal, the following link provides different

installation packages, according to the target OS and packaging system:

http://www.splunk.com/download

After downloading the RPM package for 2.6+ kernel Linux distributions (64-bit),
the following command will install Splunk package (output included):

rpm -ivh splunk-6.0.2-196940-1inux-2.6-x86_ 64.rpm
Preparing.. . 0 A N ONOE
Updating / installing...

1:splunk-6.0.2-196940 0 A N ONOE

complete

Note that the latest package version might be different, depending on the time this
procedure is followed. For this lab, version 6.0.2 release 196940 is used. The installer
already creates a dedicated user (sp/unk) for running and owning Splunk related
processes and file, rather than using root for that. It also applies files permissions and

ownership accordingly to Splunk's home directory, /opt/splunk. Splunk can be deployed

Alexandre Teixeira, forensick@ymail.com
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across multiple servers by using components such as forwarders, indexers, and search

heads. More information is available at the Distributed Deployment Manual’.

For this lab, the simplest setup is used, thus, no event forwarding is needed since
the pcap file is imported directly from Splunk server's local disk. Also, the same

standalone server performs indexing and searching functions.

3. Data preparation
The subject of the experiments presented here is a pcap file, a binary file
accommodating network packet data, typically gathered via a network sniffer or a

network packet inspection tool such as tcpdump.

Since there are tons of public available pcap files on the web, it turned out to be a
good option making use of one of them. Netresec team put together an extensive list of
files available for download at their website*. To narrow down the list of potential file

candidates for using here, a few constraints are set:
1. The file should host more than 1 million IPv4 connections (UDP and TCP traffic);
2. It should contain over 10 different application protocols.

Having all those attributes within a single file makes it easier since no pcap file
merging operation is needed. After examining some files from Netresec, the data set from
DARPA shown to be a good one as it fulfills the requirements above. Even though the
data set is considered old (dating from 2000), it still fits for the purpose of this paper.

The file used here is listed under “Windows NT Attack Data Set” and referenced

as “Outside Tcpdump Data”. It can be downloaded from the following location:

http://www.ll.mit.edu/mission/communications/cyber/CSTcorpora/ideval/data/2000/NT dataset/outside.tcp

dump.gz

The extracted file (~273MB) should match the following MDS5 hash:

md5sum outside.tcpdump

88c827386£30802784cc8f2eflceea’6 outside.tcpdump

? Distributed Deployment Manual,
http://docs.splunk.com/Documentation/Splunk/6.0.2/Deploy/Distributedoverview
4 Publicly available PCAP files, http://www.netresec.com/?page=PcapFiles
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3.1. Data conversion and selection
Since the packet capture file is binary file, it has to be prepared in such way that

Splunk is able to parse its content. Here’s where Wireshark tools come in very handy.

Note: for this section, all commands need to be executed as splunk user, unless
mentioned otherwise. Internet connectivity is mandatory, unless the pcap file is already
available locally. Default working directory should be /opt/splunk, automatically
created by the RPM installer script.

Wireshark package offers two main interfaces for processing pcap files:
command-line and graphical; tshark and wireshark, respectively. The extracted file
(outside.tcpdump) indicates the capture was performed using tcpdump command, which
is one of the options to gather network data. Although it doesn't have the typical .pcap
file extension, it's easy to verify its file type by executing the following command:

file outside.tcpdump

outside.tcpdump: tcpdump capture file (big-endian) - version 2.4 (Ethernet, capture
length 66000)

For opening the pcap file on Wireshark use the standard method (File->Open),

locating and selecting the file outside.tcpdump, as shown on Figure 1 below:

outside.tcpdump [Wireshark 1.10.6 (Git Rev Unknown from unknown)]

Q& D% B Y

Filter: v | Expression...
lo Time Source Destination Protocol
1 0.000000 H-EH HP_61:aa:
2 1.000983 HP_61:aa:c9 HP_61:aa:c9 LLC
3 2.000285 HP_6l:aa:c9 HP_61l:aa:c9 LLC
4 3.001525 HP_61:aa:c9 HP_61:aa:c9 LLC
S 3.840197 Clsco_38:46:32 Clsco_38:46:32 LOOP

+ Frame 1: 54 bytes on wire (432 bits), 54 bytes captured (432 bits)
+ IEEE 802.3 Ethernet

+ Logical-Link Control

+ Data (37 bytes)

Figure 1

For instructing Wireshark to display only traffic related to [Pv4 protocol, the
following filter should be applied:

Filter: ip.version== v

Alexandre Teixeira, forensick@ymail.com
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Figure 2
In order to verify how many packets and connections (Displayed) are matching

the filter, simply check the status bar, as shown below:

Packets: 1130829 - Displayed: 1117220 (98.8%)
Figure 3

After file integrity and contents are verified, next step is preparing the data to be
consumed by Splunk’s data intake process. Splunk supports a lot of different data and file
types (referenced as data inputs), ranging from syslog to XML files. One of the simplest
types is known as CSV, which stands for comma separated values. In order to turn a pcap
file, which is basically binary packed data, tshark command comes into play by allowing

specific fields to be dumped from the network capture file.

Before providing the tshark command to extract the data needed for the exercises,

below is the list of all parameters used along with their description’:

-2 Perform a two-pass analysis. This causes tshark to buffer output until the entire
first pass is done, but allows it to fill in fields that require future knowledge, such
as 'response in frame #' fields. Also permits reassembly frame dependencies to be
calculated correctly.

-r <infile>

Read packet data from infile, can be any supported capture file format
(including gzipped files). It's not possible to use named pipes or stdin here!

-T pdml|psml|ps|text]|fields

Set the format of the output when viewing decoded packet data. The options
are one of:

pdml Packet Details Markup Language, an XML-based format for the details of a
decoded packet. This information is equivalent to the packet details printed with the -V
flag.

psml Packet Summary Markup Language, an XML-based format for the summary
information of a decoded packet. This information is equivalent to the information shown
in the one-line summary printed by default.

ps PostScript for a human-readable one-line summary of each of the packets, or
a multi-line view of the details of each of the packets, depending on whether the -V flag
was specified.

text Text of a human-readable one-line summary of each of the packets, or a
multi-line view of the details of each of the packets, depending on whether the -V flag
was specified. This is the default.

fields The values of fields specified with the -e option, in a form specified
by the -E option. For example,

-T fields -E separator=, -E quote=d

would generate comma-separated values (CSV) output suitable for importing into
your favorite spreadsheet program.

-E <field print option>

Set an option controlling the printing of fields when -T fields is selected.
Options are:

3 Part of tshark’s manual page, http://www.wireshark.org/docs/man-pages/tshark.html

Alexandre Teixeira, forensick@ymail.com
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header=y|n If y, print a list of the field names given using -e as the first
line of the output; the field name will be separated using the same character as the
field values. Defaults to n.

separator=/t|/s|<character> Set the separator character to use for fields. If
/t tab will be used (this is the default), if /s, a single space will be used. Otherwise
any character that can be accepted by the command line as part of the option may be used.

occurrence=f|l|a Select which occurrence to use for fields that have multiple
occurrences. If f the first occurrence will be used, if 1 the last occurrence will be
used and if a all occurrences will be used (this is the default).

aggregator=, | /s|<character> Set the aggregator character to use for fields
that have multiple occurrences. If , a comma will be used (this is the default), if /s,
a single space will be used. Otherwise any character that can be accepted by the command
line as part of the option may be used.

quote=d|s|n Set the quote character to use to surround fields. d uses double-
quotes, s single-quotes, n no quotes (the default).

-e <field>

Add a field to the list of fields to display if -T fields is selected. This
option can be used multiple times on the command line. At least one field must be
provided if the -T fields option is selected. Column names

may be used prefixed with "col."

Example: -e frame.number -e ip.addr -e udp -e col.info
Additionally, a filter can be applied inline, following the same syntax already
showed above in Wireshark. Thus, as a quick example, for filtering only IPv4 traffic from

the pcap file and retrieving a few IP header ficlds, the following command is executed:

tshark -r outside.tcpdump -T fields -E header=y -E separator=, -E occurrence=a -E quote=d
-e ip.proto -e ip.src -e ip.dst "ip.version==4"

Above command outputs the following content (first 5 lines only):

ip.proto,ip.src,ip.dst
"i7","172.16.112.10","192.168.1.10"
"i7","192.168.1.10","172.16.112.10"
"17","192.168.1.1","224.0.0.9"

"17","192.168.1.1","224.0.0.9"

However, additional fields are extracted for the purpose of this lab, so Splunk is
able to process and correlate more data, generating more insightful results. The full list of

fields is provided below, just as a reference:

* frame.time

* ip.version, ip.id, ip.len, ip.proto, ip.ttl, ip.flags, ip.src, ip.dst

* icmp.code, icmp.type, icmp.resptime

* udp.srcport, udp.dstport

* dns.id, dns.qry.type, dns.resp.type, dns.qry.name, dns.resp.addr
* tcp.stream, tcp.seq, tep.flags, tep.sreport, tep.dstport

Alexandre Teixeira, forensick@ymail.com
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* http.request.method, http.host, http.request.version, http.user agent, http.server,
http.response.code, http.response.phrase

Field names already suggest what kind of information each field is related to. The
first of the list is needed so that Splunk can treat it as a timestamp, especially when

dealing with stats relying on chronological data, also referred to as time-series.

Without further do, here's the tshark command used to extract all those fields
from the DARPA’s pcap file downloaded before:

tshark -2 -r outside.tcpdump -T fields -E header=y -E separator=, -E occurrence=a -E
quote=d -e frame.time -e ip.version -e ip.id -e ip.len -e ip.proto -e ip.ttl -e ip.flags
-e ip.src -e ip.dst -e icmp.code -e icmp.type -e icmp.resptime -e udp.srcport -e
udp.dstport -e dns.id -e dns.qry.type -e dns.resp.type -e dns.qgry.name -e dns.resp.addr
-e tcp.stream -e tcp.seq -e tcp.flags -e tcp.srcport -e tcp.dstport -e
http.request.method -e http.host -e http.request.version -e http.user agent -e
http.server -e http.response.code -e http.response.phrase "ip.version==4" > out.csv

Below are the first lines from the generated file (out.csv):

frame.time, ip.version,ip.id,ip.len,ip.proto,ip.ttl,ip.flags, ip.src,ip.dst, icmp.code,icmp.
type, icmp.resptime, udp.srcport,udp.dstport,dns.id,dns.qry.type,dns.resp.type,dns.qry.name
,dns.resp.addr, tcp.stream, tcp.seq, tcp.flags, tcp.srcport, tcp.dstport, http.request.method, h
ttp.host,http.request.version, http.user agent,http.server,http.response.code, http.respons
e.phrase

"Aug 7, 2000
12:00:16.440566000", 4", "0xb82£","76","17","254","0x02","172.16.112.10","192.168.1.10",,,

" non "
’ 123 ’ 123 rrrrrrrrrrrrrrrorr

"Aug 7, 2000
12:00:16.441809000", "4", "0x01£0", "76","17", "64", "0x00", "192.168.1.10","172.16.112.10",,,,
"123"I"123"IIIIIIIIIIIIIII/I

Before importing the CSV file into Splunk, some data sanitization is needed so

that chances of having parsing issues are minimized. Some points to note:

1. When writing Splunk queries, the dot (“.””) symbol is used for concatenating
strings; likewise, tshark dumps data from packets using the same symbol (dot) for
compound field names (e.g., ip.src), which might cause issues when building up

search queries;

2. Header fields (1st output line) need to be double-quoted as well so that the same
pattern is kept along the whole file;

3. All values are delimited by comma and double-quoted, so checking for any

unexpected double-quotes makes sense at this point.

For tackling #1 and #2 issues above, the following sed command does the job:

sed 'ls/\./ /g;1s/\([*,\n]\{1,\}\)/"\1"/g' out.csv > out-sanitized.csv

Alexandre Teixeira, forensick@ymail.com



Security Analytics: having fun with Splunk and a packet capture file @ 12

Above command creates a new, final file called out-sanitized.csv, here is the diff

output between both files:

$ diff out.csv out-sanitized.csv
lcl

<

frame.time, ip.version,ip.id,ip.len,ip.proto,ip.ttl,ip.flags, ip.src,ip.dst, icmp.code,icmp.
type, icmp.resptime, udp.srcport,udp.dstport,dns.id,dns.qry.type,dns.resp.type,dns.gry.name
,dns.resp.addr, tcp.stream, tcp.seq, tcp.flags, tcp.srcport, tcp.dstport, http.request.method, h
ttp.host,http.request.version, http.user agent,http.server,http.response.code, http.respons
e.phrase

>

"frame time","ip version","ip id","ip len","ip proto","ip ttl","ip flags","ip src","ip ds
t","icmp code","icmp type","icmp resptime","udp srcport","udp dstport","dns id","dns qgry
type","dns resp type","dns gry name","dns resp addr","tcp stream","tcp seq","tcp flags","
tcp srcport","tcp dstport","http request method","http host","http request version","http
_user agent","http server","http response code","http response phrase"

In order to check for any double-quote right beside anything but a comma

character within the final file, here's one of the several ways to make it:

grep -q "[*,]1\"[",]" out-sanitized.csv || echo file is OK

file is OK
As a final check, the file should contain exactly 1117220 + 1 lines, accounting for
the number of IPv4 connections exported plus the file header, respectively. So here’s the

command to verify that:

$ wc -1 out-sanitized.csv

1117221 out-sanitized.csv
The count shown from 2™ line, 1117221, comprises the sum of 1117220 (Figure
3) with 1, meaning that all IPv4 connections are correctly stored in the file along with an

extra line (header).

Finally, the data is ready to be consumed by Splunk as a standard CSV file.
Adding or removing fields is quite simple, as shown before, which provides great

flexibility, depending on how much data needs to be processed.

4. Data intake

In this section, the process of importing the CSV file (out-sanitized.csv) is
covered in details. Splunk offers capabilities to accomplish that over CLI or web

frontends, however, didactic wise, the latter will is used here.

Alexandre Teixeira, forensick@ymail.com



Security Analytics: having fun with Splunk and a packet capture file

As stated before, /opt/splunk is Splunk’s default installation and home folder,
hence the variable $SPLUNK HOME pointing to it. That's important to note since that

variable is often referenced within documentation and scripts.

Note: for this section, all commands need to be executed as splunk user, unless

mentioned otherwise. Internet connectivity is not mandatory.

To start Splunk services, execute the following command:

/opt/splunk/bin/splunk start
If starting Splunk for the first time, a “y” should be provided as an answer for the

license agreement question. Below is the standard output of such process:

Splunk> The IT Search Engine.
Checking prerequisites...
Checking http port [8000]: open
Checking mgmt port [8089]: open
Checking configuration... Done.
Creating: /opt/splunk/var/lib/splunk
Creating: /opt/splunk/var/run/splunk
Creating: /opt/splunk/var/run/splunk/appserver/il8n
Creating: /opt/splunk/var/run/splunk/appserver/modules/static/css
Creating: /opt/splunk/var/run/splunk/upload
Creating: /opt/splunk/var/spool/splunk
Creating: /opt/splunk/var/spool/dirmoncache
Creating: /opt/splunk/var/lib/splunk/authDb
Creating: /opt/splunk/var/lib/splunk/hashDb
Checking critical directories... Done
Checking indexes...

Validated: audit blocksignature internal thefishbucket history main
summary

Done

New certs have been generated in '/opt/splunk/etc/auth'.
Checking filesystem compatibility... Done
Checking conf files for typos... Done

All preliminary checks passed.

Starting splunk server daemon (splunkd)...

Done

[ OK ]
Starting splunkweb... Generating certs for splunkweb server
Generating a 1024 bit RSA private key

........................................... ottt

Alexandre Teixeira, forensick@ymail.com
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writing new private key to 'privKeySecure.pem'

Signature ok
subject=/CN=gcia/0O=SplunkUser
Getting CA Private Key
writing RSA key
[ OK ]
Done
If you get stuck, we're here to help.
Look for answers here: http://docs.splunk.com

The Splunk web interface is at http://gcia:8000

As seen above, the lab server has its hostname set to gcia and no errors were

found during Splunk initialization process.

Once that step is clear, a couple of modifications need to be done as the traffic
comprising DARPA's data set is quite old, dating back from year 2000. By default,
Splunk does not recognize date/time patterns older than 2000 days, hence a simple
modification is needed. In case Splunk is already in production or default values must be
reset back to defaults, it's recommended to make a backup of each target file listed below

before proceeding with the changes.
By using any text editor, the following changes are needed:
Target file: /opt/splunk/etc/system/default/props.conf
Default, old value: MAX DAYS AGO=2000
New, suggested value: MAX DAYS_AGO=20000

So, basically, the parameter above needs its value to be changed from 2000 to a
higher value (e.g., 20000), which will enable Splunk to recognize very old date/time
patterns within the CSV file that is about to be indexed.

Additionally, Splunk has a scheduled job dedicated to handle archiving of old
events. More details about the archiving options can be found at the online

documentation®.

% Managing Indexers and Clusters,
http://docs.splunk.com/Documentation/Splunk/6.0.2/Indexer/Setaretirementandarchivingpolicy
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Whenever an event date is found older than 188697600 seconds (6 years),
Splunk's housekeeping jobs set that record as frozen. That in turn triggers the execution
of a procedure, which, by default, deletes the event contents. By using any text editor, the

following changes are needed:
Target file: /opt/splunk/etc/system/default/indexes.conf
Default, old value: frozenTimePeriodInSecs = 188697600
New, suggested value: frozenTimePeriodInSecs = 630720000

That will set event frozen time to 20 years, enough for this lab. For more details

about indexes.conf file customization, refer to the documentation indicated previously.

After changes are done, restart Splunk so that changes take effect:

/opt/splunk/bin/splunk restart

4.1. Indexes and Event processing

Splunk is able to index any type of time-series data, hence the need for a time
based field when importing files into its database. When data is indexed, Splunk breaks it
into events, based on timestamps. Splunk manages the job of storing data and make it

searchable via indexes. By default, data is stored in the main index.

An index is basically a set files and directories for storing data, as it applies to any
NoSQL based technology, without relying on standard Relational Database Management
Systems (RDBMS). These are located under SSPLUNK HOME/var/lib/splunk. For
detailed information on index storage, refer to the specific section at online

documentation’.

4.1.1. Creating an index
For the purpose of this lab, a new index will be created to store the data related to

the previously crafted CSV. Simply follow the steps below to get it done:
1. Log in to Splunk web interface as admin user (default password: changeme);

2. Click on “Settings”, then “Indexes” from right-hand side, top menu:

" How Splunk Enterprise stores indexes,
http://docs.splunk.com/Documentation/Splunk/6.0.2/Indexer/HowSplunkstoresindexes
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Administrator v ges Settings *  Activity ~
Knowledge System
Searches and reports System settings
Data models Server controls
Event types Licensing
Tags
Fields Data
Lookups Data inputs
User interface Forwarding and receivi
Advanced search Indexes
All configurations Report acceleration
summaries
Virtual indexes
Figure 4

3. Click on “New” button to proceed,

4. On the form, type “darpa” into Index name field and then click on “Save” to

finish the operation.

4.1.2. Indexing data
For finally importing the CSV data, the following steps should be followed:
1. Login to Splunk web interface as admin user;

2. Click on “Settings”, then “Data inputs” from right-hand side, top menu;

3. Click on “Add new” link from Actions column, on the right-hand side, from Files

& directories as shown on Figure 5;

Data inputs

Set up data inputs from files and directories, network ports, and scripted inputs. If you want to set

and receiving between two Splunk instances, go to Forwarding and receiving.
==

Type Inputs Actions
Files & directories 4 Add new

Upload a file, index a local file, or monitor an entire directory.

Figure 5
4. Keep “Preview data before indexing” option selected, then select the CSV file

named out-sanitized.csv (at /opt/splunk directory). Click on “Continue” button;

Alexandre Teixeira, forensick@ymail.com
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5. On next window dialog, keep “Use auto-detected source type: csv”’ option

6.

7. The last step is about indicating under which index the CSV data should be

Security Analytics: having fun with Splunk and a packet capture file | 17

selected and click on “Continue” button;

“Continue” button to proceed;

Data preview

Data inputs » Files & directories » Data preview
Data Preview  /opt/splunk/out-sanitized.csv

If your data looks correct, continue
If it looks incorrect, adjust timestamp and event break settings.

Timestamp Event

4/16/141:04:11.000PM  “frame_time", "ip_version", "ip_i(l File properties

1

2 2:00:16.440PM  "Aug 7, 2000 12:00:16.44056600( Path Jopt /splunk
3 2:00:16.441 PM  "Aug 7, 2000 12:00:16.44180900( fout-sanitized.csv
4 012:00:20950PM  "Aug 7, 2000 12:00:20.95068000 Bytes 176,091,319
5 012:00:50.430PM  "Aug 7, 2000 12:00:50.43004500( 7

6 8/7/00 12:00:56.127 PM_ "Aug 7, 2000 12:00:56,12723360( Preview properties

7 8/7/00 12:00:56.120 PM  "Aug 7, 2000 12:00:56.12970200( Only the first 19867618 used for

8 16.203PM  "Aug 7, 2000 12:01:16.29325800! preview.

9 / 441PM  “Aug 7, 2000 12:01:20.44191500¢ 2 e ] 13,162
10 8/7/00 12:01:20.443PM  "Aug 7, 2000 12:01:20.44302300(

1" 8/7/0012:01:45016 PM  "Aug 7, 2000 12:01:45.91682500( Event time distribution

12 8/7/00 12:01:52.031 PM  "Aug 7, 2000 12:01:52.03187600( o

13 2 "Aug 7, 2000 12:02:14.76485900(

14 "Aug 7, 2000 12:02:17.24870900(

15 "Aug 7, 2000 12:02:17.24987800( 0k

16 A “Aug 7, 2000 12:02:17.25510500( 1/2000 1/2014
7o 2 "Aug 7, 2000 12:02:17.25555800( T

18 8/7/0012:02:19.531 Pl "Aug 7, 2000 12:02:19.53164700( o o

P lines per event # of events

Figure 6

stored. Proceed as indicated below:

“darpa” index at the bottom of the page.

Index

When Splunk has consumed your data, it goes into an index. By default, Splunk puts itin the 'main'index,
butyou can specify a different one

Set the destination index
darpa
Cr

onsider creating a test index when

Figure 7

message: Successfully saved "/opt/splunk/out-sanitized.csv".
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Next, from the Data Preview window, date/time values should be highlighted in

green as shown below. The first line warning (header) can be ignored. Click

Select the option “Index a file once from this Splunk server” at the top, and

Click “Save” button to finish the operation. Next page should show the following
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4.1.3. The first query

To verify the data was indexed correctly, a first search query is performed by

following the steps below:

1.

2.

Go to the home search app location: http://gcia:8000/en-US/app/search/;
In the search field, type: index=darpa,

Keep “All time” drop-down menu value selected on the right-hand side;
Hit ENTER or click on the magnifier button.

The following results should be part of the output, indicating 1117220 events

were successfully indexed by Splunk under darpa index, matching the number observed

previously via Wireshark and CSV file.

NS & gcia:8000/en-US/app/search/search?q=search index’ 3Ddarpa&earliest=0&latest e :"J
@ New Search
T W
' index=darpa
1,117,220 events (before 4/14/14 11:43:15.000 AM ) Job ¥ | Complete
Events (1,117,220) Statistics Visualization
Format Timeline ~ @ Zoom Out © Zoom to Selection © Deselect
Ie—— | | [ [ ]
List v Format ~ 20 Per Page v «Pre 1 2
BHideFields = All Fields Ll it =0
» 8/8/00 "2000-08-07722:00:00Z","4","0xfa11","40"
Selected Flelds 12:00:00.000 AM ;¢ gcia jurce = fopt/splunk/out-sanitized.c
host 1
‘ » 8/8/00 "2000-08-07T22:00:00Z","4","0x1ab9", "41"
¢ source | A0
' 12:00:00.000 AM 5 gcia ource = /opt/splunk/out-sanitized.c:
a sourcetype 1
» 8/8/00 "2000-08-07722:00:00Z","4","0xfa10","41"

Figure 8

5. Data mining

Splunk offers the possibility of having distinct web accessible locations (URLSs)

for each application (apps), enabling specific content to be bound to a dedicated area

rather than making use of the default search app. Creating distinct apps is a good

approach in case multiple teams are using the system so that role based access control

Alexandre Teixeira, forensick@ymail.com
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(RBAC) is leveraged with more flexibility as well as keeping the content well organized.
For this lab, since no searches need to be saved, makes no sense to create a different app,

so default search app is used instead.

5.1. Query language basics
Splunk uses its own search processing language (SPL). Every successfully parsed

field is searchable by simply providing key=value pairs at the search text field:

index=darpa p@ev
- 5 A

Figure 9

As an example, the following search query will display all events related to UDP
protocol under darpa index:
index=darpa ip proto=17

Similarly, for considering only UDP events originating from 192.168.1.1 IP
address, the following query would accomplish the task:
index=darpa ip_proto=17 ip src=192.168.1.1

Therefore, there is an implicit logical AND for evaluating search parameters, on
the other hand, if a logical OR is the intended goal, this one must be provided explicitly
as shown below:
index=darpa (ip proto=17 OR ip proto=6) ip_src=192.168.1.1

Above query will only show events from 192.168.1.1 IP address as source,

matching either UDP or TCP traffic from that host.

Moreover, query results can be later piped into additional commands. For
example, the search query below will apply an additional filter, count the number of

events and then render only IP source and count fields at the end:

index=darpa (ip proto=17 OR ip proto=6) | stats count by ip src | where
(ip_src="192.168.1.1" OR ip src="216.40.24.2") | table ip src count

The result is shown on Figure 10:

Alexandre Teixeira, forensick@ymail.com
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Events Statistics (2) Visualization
20 Per Page Format ~ Preview v
ip_src count
192.168.1.1 1033
216.40.24.2 135
Figure 10

All commands used within this document will be explained in more details later
on “Lab questionnaire” section. To visualize data in different chart formats, simply click

on “Visualization” tab, under the search field.

Similarly, a sort of table view is available from “Statistics” tab. Default tab
“Events” shows all fields, including the raw event. Eventually, the view will

automatically switch from the “Events” to “Statistics” tab according to the search criteria.

A very handy reference guide, sort of search cheat sheet, is found from Splunk

website, presenting all key search commands syntax for basic querying:

http://www.splunk.com/web_assets/pdfs/secure/Splunk Quick Reference Guide.pdf

5.2. Lab questionnaire

Throughout this section, some questions will be presented, considering the main
goal is to highlight major Splunk data mining capabilities, with a didactic approach in
mind. The questions are just high level ideas for basing a data query and introducing
Splunk's search functions. More specific questions are made, as issues are raised along

the exercises.
Important notes about the dataset

Understanding how an event relates to others is as important as the results
interpretation. Here's a brief explanation about how the packet capture data is handled by

Wireshark, so that event data mining is easily understood.

Unlike standard firewall logs, a pcap file usually provides packet traces regardless
of the connection state or traffic direction, whether it is about an initialization packet

(e.g., with SYN bit set) or about a blocked connection. Since it's out of the scope here to
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provide comprehensive explanation about how TCP/IP works, simply put, a TCP session
is defined as a bidirectional exchange of TCP/IP packets between a pair of hosts (Sinha,

2007).

Although a TCP stream might simply refer to a sequence of bytes over a TCP
session, within this document, a TCP stream corresponds to a single, unique TCP session
between two hosts, similarly to how Wireshark acknowledges the same technical term. In
order to reassembly TCP data streams, a lot of work is needed, starting with a protocol
decoder development. Fortunately, Wireshark developers managed to have a tcp.stream
field available from its pcap dumps, allowing easy TCP streams identification. That
means whenever a TCP connection is seen, even if it's about one single packet, there
should be a unique TCP stream identifier (number) for it. Also note that there is no
fragmented packet data within zshark's dumps, hence no need to deal with fragmentation

reassembly when processing data dumps.

The same applies, by default, when analyzing a pcap file with Wireshark, once a
file is opened, no IP fragments are shown since the packets are already reassembled.
Figure 12 shows the specific option from which such behavior can be changed from its

defaults (enabled), available from Wireshark preferences menu:

Decode IPv4 TOS field as DiffServ field: @
Reassemble fragmented IPv4 datagrams: @
Show IPv4 summary in protoco ip.defragment: Boolean

Whether fragmented IPv4 datagrams should be reassembled
Validate the IPv4 checksum if posSiDte.

Support packet-capture from IP TSO-enabled hardware: ¢
Enable GeolP lookups: & (requ

Interpret Reserved flag as Security flag (RFC 3514):

Figure 11

More specific notes and caveats are described in details along the answers below.

Note: all search queries presented within this document are considering the
whole data sample, that is, the queries take all events into account. Thus, the time-
picker drop-down menu located at the right-hand side of the search box is always set to

“All time”..
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5.2.1. How many events are stored under darpa index? How are they
distributed by protocol?
The first question was pretty much answered on the previous section, so in order
to demonstrate how Splunk can leverage event timestamps, below is a simple graphical

representation about how those events lie on a timeline:

index=darpa | timechart count span=1h
4 Area v sFormat ~

250,000
200,000
150,000
100,000

50,000

12:00 PM 2:00 PM ‘4.00 PM v6:00 PM 8:00 PM
Mon Aug 7
2000

Figure 12 - Note that “Area” chart type is selected on top left corner.

The timechart® command enables aggregation functions to be performed on event
data, similarly to standard SQL's count, max and avg functions. The stats are then

accumulated over a time span value (e.g., 1h), as seen under X-axis.

For the second question “How are they distributed by protocol?”, a pie chart is
more suitable. The fop’ command generates two aggregated fields, by default: count and

percent; providing the appropriate output structure for rendering the intended chart.

Since TCP and UDP account for most traffic volume indexed, ICMP is quite
unnoticeable. Also, to make numbers available within the graph, simply make use of the

1" function for concatenating field values. Additionally, rather than showing protocol

eva
numbers, a case statement is added to the query for changing ip proto numeric value
(e.g., 17) to the corresponding string value (e.g., UDP). If the list is extensive, Splunk
provides for lookup tables, which is covered in detail below. After combining all the

commands mentioned, here's the query along with its output:

8 http://docs.splunk.com/Documentation/Splunk/6.0.2/SearchReference/Timechart
? http://docs.splunk.com/Documentation/Splunk/6.0.2/SearchReference/Top
19 http://docs.splunk.com/Documentation/Splunk/6.0.2/SearchReference/Eval
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index=darpa | top ip proto | eval ip proto=case (ip proto=17, "UDP", ip proto=6, "TCP",
ip proto=1, "ICMP") | eval ip proto=ip proto." (".count." events, ".round(percent,2)."%)"

¢ Pie~ ZFormat~

ICMP (274 events, 0.02%)
UDP (11439 events, 1.02%)

TCP (1105507 events, 98.95%)

Figure 13

The round is part of eval command's functions, and is self-explanatory, in this

case, rounding the value to 2 decimal places.

5.2.2. How many TCP streams are seen? How many unique hosts pairs?
To answer that, below search query is used. Output is shown on Figure 14.

index=darpa | stats dc(tcp stream)

index=darpa | stats dc(tcp_stream)

1,117,220 events (before 4/16/14 8:27:19.000 PM )

Events || Statistics (1) H Visualization ‘

20 PerPage v Format ~ Preview

dc(tcp_stream) -
35404

Figure 14

The stats'' is basically used to generate statistics, one of its function is dc, which
stands for distinct count. However, how to list only the very first host pair seen from each

TCP stream indicating the client and server roles within the connection?

" http://docs.splunk.com/Documentation/Splunk/6.0.2/SearchReference/Stats
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Before providing the answer, here's another quick exercise: the following query

lists the events matching a specific TCP stream (666):

index=darpa tcp stream=666 | table frame time ip src tcp srcport ip dst tcp dstport

Output:

frame_time ip_src tcp_srcport ip_dst tcp_dstport

Aug 7,2000 12:57:42.587022000 152.163.210.24 80 172.16.114.169 6879
Aug 7,2000 12:57:42.584353000 172.16.114.169 6879 152.163.210.24 80
Aug 7,2000 12:57:42.582667000 172.16.114.169 6879 152.162.210.24 80
Aug 7,2000 12:57:42.581738000 152.163.210.24 80 172.16.114.169 6879
Aug 7,2000 12:57:42.581648000 152.163.210.24 80 172.16.114.169 6879
Aug 7,2000 12:57:42.575564000 152.163.210.24 80 172.16.114.169 6879
Aug 7,2000 12:57:42.558282000 72.16.114.169 6879 152.163.210.24 80
Aug 7,2000 12:57:42.557706000 172.16.114.169 6879 152.163.210.24 80
Aug 7,2000 12:57:42.557050000 152.163.210.24 80 172.16.114.169 6879
Aug 7,2000 12:57:42.553397000 172.16.114.169 6879 152.163.210.24 80

Figure 15

The table command enables a selection of fields to be kept in the results. It also
changes the default view from “Events” to “Statistics”, which renders the results as a
table. As seen on Figure 15, the first connection is made on “Aug 7, 2000
12:57:42.553397000”. Thus, the ideal query for listing all unique host pairs, considering
the direction of the stream (client > server), needs to filter in only that very first

connection.

In Splunk, the dedup’’ command provides the possibility of removing duplicate
events from the output, based on its parameters. This way, the following query yields

only the very first event seen within that TCP stream (666):

index=darpa tcp stream=666 | dedup tcp stream sortby frame time | table frame time ip src
tcp srcport ip dst tcp dstport

Output:

frame_time ip_src tcp_srcport ip_dst tcp_dstport

Aug7,2000 12:57:42.553397000 172.16.114.169 6879 152.163.210.24 80

Figure 16

12 http://docs.splunk.com/Documentation/Splunk/6.0.2/SearchReference/Dedup
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In order to list all unique host pairs along with a sorted TCP streams count,

assuming source IP as the client actor, i.e., the one who initiated the connection towards

the destination host (server), the following query display such results:

index=darpa tcp stream!="" | dedup tcp stream sortby frame time | stats dc(tcp stream) AS

stream count by ip src, ip dst | sort - stream count

Output (first 10 rows):

ip_src ip_dst stream_count
1 172.16.114.207 209.67.29.11 458
2 172.16.114.148 206.99.246.5 386
172.16.114.169 206.99.246.5 386
4 172.16.117.52 205.181.112.65 361
5 172.16.114.169 205.181.112.65 327
6 172.16.115.87 207.25.71.141 291
7 172.16.112.207 209.67.29.11 290
172.16.117.111 206.132.25.51 286
172.16.114.168 207.2571.141 262
10 172.16.115.87 192.80.57.161 230
Figure 17

A full list is available by clicking at the “Export” button highlighted below:

SaveAs ¥ Close

~» % & *® SmartMode~

Figure 18
By selecting “Unlimited”, all rows as exported, as seen below:

Export Results p 4

Format CSV ~

File Name optional

Number of Results Unlimited Limited

Figure 19
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5.2.3. Which flags are set on initial connections seen from TCP streams?
A standard TCP connection establishment, known as the “three-way handshake”,

is expected to be performed before actual data (payload) is transferred between hosts.

Assuming scenario above, how can Splunk analytics capabilities help on verifying that?

Do all initial connections carry a SYN bit?

Since the tcp.flags field was exported from the pcap via tshark, a tcp_flags
corresponding field should also be available for querying at Splunk. For listing all unique

flags combination seen, execute the following query:

index=darpa tcp flags!="" | dedup tcp flags | table tcp flags
Output:

tcp_flags
0x0002
0x00
0x001
0x0018
0x0011
0x0019
0x0004
0x0038
0x0014

Figure 20

These values are stored in hexadecimal, which makes it hard to understand. So
after observing relevant traffic matching those on Wireshark, the following table displays

the hex code along with a friendly value:

tcp_flags | tcp_flags_readable

0x0002 |SYN
0x0012 |SYN+ACK
0x0010 |ACK

0x0018 |PSH+ACK
0x0011 |FIN+ACK
0x0019 |FIN+PSH+ACK
0x0004 |RST

0x0038 |PSH+URG+ACK
0x0014 |RST+ACK
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That poses a good opportunity to introduce another Splunk feature called Lookup

tables. The simplest way to build one is by configuring Splunk to query on a given CSV

13 :
file whenever a lookup™” command is executed from a search query.

AN

Simply follow the steps below to have it set for this scenario:

Create a local file containing the data presented above (table) and save it
tepflags.csv. The contents of that file is available on appendix section;

Click on “Settings -> Lookups -> Lookup table files” link from top right menu;
Click on “New” button;

Keep “search” app selected, select tcpflags.csv file from “Browse...” button;
Fill in “Destination filename” with tcpflags.csv;

Click “Save” button to finish.

Next, a lookup definition needs to be created by following the steps below:

Click on “Settings -> Lookups -> Lookup definitions” link from top right menu;
Click on “New” button;

Keep pre-selected values, double-checking if “Lookup file” drop-down menu's
value is tepflags.csv;

Fill in “Name” with tcpflags;
Click “Save” button to finish.

Now back to the question: From TCP streams, do all initial connections carry a

SYN flag only (SYN bit set to 1, others to 0)? The following query gives some insight

about that:

index=darpa tcp stream!="" | dedup tcp stream sortby frame time | lookup tcpflags
tcp flags | stats count(tcp stream) by tcp flags readable

Output:

tcp_flags_readable count(tcp_stream)
ACK

PSH+ACK 2
SYN 35395
SYN+ACK 2

Figure 21

13 http://docs.splunk.com/Documentation/Splunk/6.0.2/SearchReference/Lookup
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As seen from the first column, a new field is introduced after the CSV/lookup file
is queried, performing sort of join operation on the tcp flags field value, available from

both the query's output and the lookup table's content.

Possible reasons for having those flag combinations (lines 1, 2 and 4 from figure
above), different from a single SYN, are vast and beyond the scope of this document. But

just to mention a few possible scenarios:

* The sniffer session was most likely started after the stream was actually

established, thus not storing the initial packets;

* Some TCP stack implementations might behave differently from the standard

protocol implementation (non RFC-compliant, etc.);

* Application code running on client/server handling the streams might behave

differently or just incorrectly due to any other reason;

* Packet reassembly might get corrupted at some point, or even during tshark's

reassembly processing.

After all, that might also be the actual expected behavior, so further analysis beyond the

scope would be needed to come to any conclusions here.

5.2.4. How many app-layer protocols are seen from packets containing
only the SYN bit set?
A simple approach for helping determine the answer is to evaluate the port
numbers values. In case the port number is within the high-port (greater than 1023) range,
the port number is discarded and the number of occurrences (streams) is aggregated in a

count field. This is done with the following query:

index=darpa tcp stream!=""

| dedup tcp stream sortby frame time

| where tcp flags="0x0002"

| eval tcp srcport=if (tcp srcport>1023, "High-port", tcp srcport)
| eval tcp dstport=if (tcp dstport>1023, "High-port", tcp dstport)

| stats count (tcp stream) AS "# unique stream" by tcp srcport, tcp dstport

Output on Figure 22:

Alexandre Teixeira, forensick@ymail.com



Security Analytics: having fun with Splunk and a packet capture file @ 29

tcp_srcport tcp_dstport # unique stream
High-port 80 32474
High-port 25 1719
20 High-port 694
High-port 79 142
High-port 23 135
High-port 21 9

High-port 113 50
High-port 110 27
High-port High-port 25
High-port 37 22
High-port 22 16

Figure 22

Basically, from the first packet seen in a TCP stream, where only the SYN bit is

set (where tcp_flags="0x0002"), two evaluations are performed, turning source and

destination port values into the string “High-port” only if the evaluation is true.

Events are later aggregated by port pairs (source/destination). From tcp_dstport

column values it's easy to spot well-known protocols:

80 =HTTP
25 =SMTP
79 = Finger
23 = Telnet
21 =FTP
113 = Ident
110 =POP3
37 = Time
22 =SSH

So, obvious next question is: what is streamed over the remaining port pairs?

20 > High-port (694 unique streams)
High-port > High-port (25 unique streams)
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Firewall administrators familiarized with FTP connection issues will easily guess

the former case (tcp_srcport = 20), since that's the standard source port related to a FTP

data transfer method known as “Active FTP”!'*,

30

To list hosts and ports associated with those 25 unique streams having both source

and destination port values greater than 1023, the following query provides a better

picture:

index=darpa tcp stream!=""

| dedup tcp stream sortby frame time

| where tcp flags="0x0002" AND tcp srcport>1023 AND tcp dstport>1023

| stats count (tcp stream) AS "# streams", values(ip src) AS "Unique sources",

values (ip _dst) AS "Unique destinations" by tcp dstport

Output:

tcp_dstport # streams Unique sources Unique destinations

6667 15 172.16.113.105 192.168.1.20
172.16.113.204
172.16.113.84
2.16.114.168
94.27.251.21

8000 10 172.16.112.50 196.37.75.158

Figure 23
It turns out there are 15 streams matching a standard port (6667) related to

Internet Relay Chat (IRC) traffic, and 10 streams matching a well know alternate HTTP
(or web-proxy) port (8000).

The following query displays a pie chart, with values distributed by protocol:

index=darpa tcp stream!=""
| dedup tcp stream sortby frame time
| where tcp flags="0x0002"
| eval Type=case (
tcp dstport=80, "HTTP",
tcp dstport=25, "SMTP",
tcp dstport=79, "Finger",

tcp dstport=23, "Telnet",

4 Active FTP vs. Passive FTP, a Definitive Explanation: http://slacksite.com/other/ftp.html
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tcp dstport=21, "FTP",
tcp dstport=113, "Ident",
tcp dstport=110, "POP3",
tcp dstport=37, "Time",
tcp dstport=22, "SSH",
tcp srcport=20 AND tcp dstport>1023, "FTP-DATA",
tcp dstport=6667, "IRC",
tcp dstport=8000, "HTTP-8000",
1=1, "Unknown")
| top Type limit=0 useother=f

| eval Type=Type." (".count." streams, ".round(percent,2)."%)"

Output:

¢ Pie~ sFormat ~
other (9)
FTP-DATA (694 streams,1.96%)
SMTP (1719 streams,4.86%)

HTTP (32474 streams,91.75%)

Figure 24

The long case evaluation can also be substituted by a lookup table, enabling more
application protocols to be added later, without having to change search queries.
Alternatively, just to provide another means to visualize data, here's a query based on a

timechart command for displaying non-HTTP data over a 30 minutes span:

index=darpa tcp stream!=""
| dedup tcp stream sortby frame time
| where tcp flags="0x0002"
| eval Type=case (
tcp dstport=80, "HTTP",

tcp dstport=25, "SMTP",
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tcp dstport=79, "Finger",
tcp dstport=23, "Telnet",
tcp dstport=21, "FTP",
tcp dstport=113, "Ident",
tcp dstport=110, "POP3",
tcp dstport=37, "Time",
tcp dstport=22, "SSH",
tcp srcport=20 AND tcp dstport>1023, "FTP-DATA",
tcp dstport=6667, "IRC",
tcp dstport=8000, "HTTP-8000",
1=1, "Unknown")
| where Type!="HTTP"

| timechart count span=30min useother=f by Type

Output:

al Column » SFormat~

0 FTP FTP-DATA B Finger B IRC 0 Ident 0 POP3 B SMTP 0 SSH B Telnet [ Time

300 |
250 |
] T
200 | ME—— — I
] P
— P

150 |
100 |
50

12:00 PIM 2:00 PM 4:00 PM

Mon Aug 7

2000

Figure 25

5.2.5. Who are the top talkers seen from the captured traffic?
Since this type of question might have multiple interpretations, for the purpose of
this paper, enabling another interesting Splunk function to be demonstrated, the following

objective will be approached here:
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From available TCP streams (sessions), list the top 5 hosts (source/destination)
accounting for most connections. However, only sessions with a verified three-way

handshake established should be considered.

A standard, normal TCP connection establishment (Kozierok, 2005) is performed
by following the procedure below (assuming SYN, ACK as TCP flags): the client sends a
SYN message; the server sends a message that combines a ACK for the client's SYN and

also contains the server's SYN; finally, the client sends an ACK for the server's SYN.

Thus, at least 3 events must exist and correlate for approaching the objective here.
Thus, those events should carry a different TCP flag sequence (SYN, SYN+ACK, ACK).
Splunk provides a command called transaction”, which enables multiple events to be
combined into one transaction, hence the name. In order to do that, a common field (or
fields) with exactly the same value among the events should be specified, which becomes

the transaction ID.

The following query verify the conditions above and displays the top 5 host pairs

accounting for most streams established from the pcap file:

index=darpa tcp stream!=""
| dedup 3 tcp stream sortby frame time
| lookup tcpflags tcp flags

| transaction tcp_stream maxevents=3 mvlist=t startswith=(tcp_flags_readable="ACK")
endswith=(tcp flags readable="SYN")

| where mvcount (tcp flags readable)=3 AND mvindex(tcp flags readable,-2)="SYN+ACK"
| eval client=mvindex (ip src,-1)

| eval server=mvindex (ip dst,-1)

| eval stream=mvindex (tcp_stream,-1)

| stats dc(stream) AS count by client, server

| sort 5 - count
The transaction command parses events in reverse time order, hence the

startswith and endswith parameters used in such way.

Also note that the dedup command will filter in only 3 connections seen with
unique streams identification values, sorted by timestamp (ascending). The transaction

command then group those in a single set, based on its criteria (parameters).

15 http://docs.splunk.com/Documentation/Splunk/6.0.2/SearchReference/Transaction

Alexandre Teixeira, forensick@ymail.com



Security Analytics: having fun with Splunk and a packet capture file

Since each field member of a transaction is related with a multiple value, the

values need to be extracted by using the mvindex command.

The output of above query is displayed below:

client server
172.16.114.207 209.67.29.11
172.16.114.148 206.99.246.5
172.16.114.169 206.99.246.5
172.16.117.52 205.181.112.65
172.16.114.169 205.181.112.65
Figure 26

5.2.6. From which countries are the DNS servers' responses coming from?

34

To answer this question, two additional constraints are added to add a bit more of

a didactic opportunity to leverage the query capabilities: only DNS requests with type A

should be taken into account; only clients following private addressing scheme should be

considered.

Since the dns_gry type ficld is available from the dataset, the query should filter

based on that field. By observing Wireshark, it's easy to spot that all type 4 requests have

a value of 0x0001. Thus, the following query should provide the expected result:

index=darpa dns gry type="0x0001" NOT (ip src=10.0.0.0/8 OR ip dst=172.16.0.0/12 OR

ip dst="192.168.0.0/16")

| stats count AS "# of requests", values(dns gry name) AS "Query subjects" by ip dst

| iplocation ip dst
| table ip dst Country "Query subjects" "# of requests"

| rename ip dst AS "External DNS server"

External DNS server Country Query subjects

135.13.216.191 United States

United States ns.banana.edu

Turkey ns.grape.mil

Belgium ns.peach.mil

Netherlands ns.orange.com

ns.kiwi.org

South Africa

Kenya ns.avocado.net
197.218.177.69 Mozambique ns.plum.net

Figure 27
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As seen from Figure 28, Splunk automatically detects if the filter value is related
to a network/bit-mask combination, also known as CIDR value. Thus, IP addresses not

matching those conditions are filtered out.

For quickly generating a graph about DNS requests per country with a simple

modification to the previous query, simply add an additional stats command at the end of
the query:

index=darpa dns_gry type="0x0001" NOT (ip src=10.0.0.0/8 OR ip dst=172.16.0.0/12 OR
ip_dst="192.168.0.0/16")

| stats count AS "# of requests", values(dns gry name) AS "Query subjects" by ip dst
| iplocation ip dst

| table ip dst Country "Query subjects" "# of requests"

| rename ip dst AS "External DNS server"

| stats sum("# of requests") as count by Country

That should render the following chart in case a pie chart type is chosen:

¢ Pie~ ZFormat~

Belgium
United States
Kenya
Turkey Mozambique
Netherlands
South Africa

Figure 28

5.2.7. How many HTTP resources are successfully fetched along the time?
Besides stats and timechart commands, Splunk also provides the trendline’®

command, which enables a moving average line rendering across a timeline.

Since the Attp _response code field is also available, the following query displays
a trendline for all HTTP responses carrying the “200 OK” code:

' http://docs.splunk.com/Documentation/Splunk/6.0.2/SearchReference/Trendline
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index=darpa http response code="200"
| timechart span=lmin count AS "HTTP 200 OK"
| trendline sma60 ("HTTP 200 OK") AS "Simple moving avg (1lh)"

| trendline ema60 ("HTTP 200 OK") AS "Exponential moving avg (lh)"

Output:

Z Line v ZFormat~

400

300

200

100

- HTTP 200 OK Exponential moving avg (1h) — Simple moving avg (1h)

R ALY ey e e

12:00 PM 4:00 PM '6:00 PM
Mon Aug 7
2000

Figure 29

5.2.8. How user-agents and websites correlate with the number of HTTP
requests made?

Finally, chart'” is another command available from Splunk, enabling several field

values to be combined into the same result set or graph, similarly to how stats works, but

with more flexibility.

Here's a query example showing the top 5 websites requested over GET HTTP

method along with user-agents values (browser string):

index=darpa http host!=""

| chart count (eval (http request method="GET")) over http user agent by http host limit=5
| addtotals
| sort - Total

| fields - Total

The output is shown on Figure 30.

17 hitp://docs.splunk.com/Documentation/Splunk/6.0.2/SearchReference/Chart
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FBar~ sFormat~

@9 cnnsicom © www.enn.com B www.usatoday.com Bl wwwwashingtonpostcom 88 www.zdnetcom B8 OTHER

Mozilla/4.0 [en] (X...; Linux 2.0.32 i686)

Mozilla/3.0 (X11; I; Sun0S 4.1.4 sundu)
Mozilla/4.0 [en] (X... Sun0S 5.5 sundu)

Mozilla/2.01 (Win3.1; I;)

Mozilla/2.0 (compat.../3.0; Windows 95
Mozilla/3.01-C-MA...Macintosh; I; PPC)
Mozilla/3.01Gold (X... Sun0S 5 sundu)

Mozilla/3.01 (Win95; I;)

Mozilla/3.04 (Macintosh; I; PPC)

Lynx/2.7.2 libwww-FMI2.14

0 's00 1000 1500 2,000 2500 3,000 3500 4000 4500 5000

Figure 30

In this case, only events having a non-empty http _host (website) value are considered.
Also, an evaluation (http_request_method="GET") is made inside the aggregation count

function so that only that specific request method is considered.
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6. Appendix

Note that all commands listed below are executed as rooft user.
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http://docs.splunk.com/Documentation/Splunk/6.0.2

6.2. File: tcpflags.csv (Lookup file)

6.3. Lab specs
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cracklib-dicts-2.9.0-5.£fc20.x86_64
crash-7.0.3-1.£fc20.x86_64

crda-1.1.3 2013.11.27-4.fc20.x86 64
cronie-1.4.11-4.fc20.x86 64
cronie-anacron-1.4.11-4.fc20.x86 64
crontabs-1.11-7.20130830git.£fc20.noarch
cryptopp-5.6.2-3.£fc20.x86 64
cryptsetup-1.6.4-1.fc20.x86 64
cryptsetup-libs-1.6.4-1.£fc20.x86 64
cryptsetup-python-1.6.4-1.£fc20.x86 64
cups-1.7.1-8.£fc20.x86_64
cups-filesystem-1.7.1-8.fc20.noarch
cups-filters-1.0.41-5.fc20.x86_64
cups-filters-1ibs-1.0.41-5.£fc20.x86_64
cups-1libs-1.7.1-8.£fc20.x86_64
cups-pk-helper-0.2.5-2.fc20.x86 64
curl-7.32.0-8.fc20.x86_ 64
cyrus-sasl-gssapi-2.1.26-14.fc20.x86 64
cyrus-sasl-1ib-2.1.26-14.£fc20.x86_64
cyrus-sasl-md5-2.1.26-14.£fc20.x86_64
cyrus-sasl-plain-2.1.26-14.£fc20.x86 64
cyrus-sasl-scram-2.1.26-14.£fc20.x86_64
dbus-1.6.12-8.£fc20.x86 64
dbus-glib-0.100.2-2.fc20.x86 64
dbus-1ibs-1.6.12-8.fc20.x86 64
dbus-python-1.2.0-1.£fc20.x86 64
dbus-x11-1.6.12-8.£c20.x86_ 64
dconf-0.18.0-2.£c20.x86_64
dejavu-fonts-common-2.34-1.fc20.noarch
dejavu-sans-fonts-2.34-1.fc20.noarch
dejavu-sans-mono-fonts-2.34-1.fc20.noarch
dejavu-serif-fonts-2.34-1.fc20.noarch
deltarpm-3.6-3.fc20.x86 64
desktop-backgrounds-gnome-20.0.0-1.£fc20.noarch
desktop-file-utils-0.22-1.fc20.x86_64
device-mapper-1.02.82-5.fc20.x86 64
device-mapper-event-1.02.82-5.fc20.x86 64
device-mapper-event-1ibs-1.02.82-5.£fc20.x86 64
device-mapper-1ibs-1.02.82-5.£fc20.x86 64
device-mapper-multipath-0.4.9-56.fc20.x86 64
device-mapper-multipath-1ibs-0.4.9-56.£fc20.x86 64
device-mapper-persistent-data-0.2.8-1.£fc20.x86 64
dhclient-4.2.6-1.£fc20.x86_64
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gnome-icon-theme-extras-3.6.2-3.£fc20.noarch
gnome-icon-theme-legacy-3.10.0-1.fc20.noarch
gnome-icon-theme-symbolic-3.10.1-1.£fc20.noarch
gnome-initial-setup-3.10.1.1-4.fc20.x86 64
gnome-js—-common-0.1.2-8.fc20.noarch
gnome-keyring-3.10.1-1.£fc20.x86 64
gnome-keyring-pam-3.10.1-1.fc20.x86 64
gnome-menus-3.10.1-1.£fc20.x86 64
gnome-online-accounts-3.10.3-1.fc20.x86 64
gnome-online-miners-3.10.3-1.£fc20.x86 64
gnome-packagekit-3.10.1-1.£fc20.x86 64
gnome-screenshot-3.10.1-1.£fc20.x86 64
gnome-session-3.10.1-1.£fc20.x86 64
gnome-session-xsession-3.10.1-1.£fc20.x86 64
gnome-settings-daemon-3.10.2-3.fc20.x86 64
gnome-settings-daemon-updates-3.10.2-3.£fc20.x86 64
gnome-shell-3.10.4-2.fc20.x86 64
gnome-software-3.10.4-2.fc20.x86 64
gnome-system-monitor-3.10.2-1.£fc20.x86 64
gnome-terminal-3.10.2-1.£fc20.x86 64
gnome-themes-standard-3.10.0-1.£fc20.x86_64
gnome-user-docs-3.10.2-1.fc20.noarch
gnome-video-effects-0.4.0-6.£fc20.noarch
gnupg2-2.0.22-1.£c20.x86 64
gnutls-3.1.20-4.fc20.x86_64
gobject-introspection-1.38.0-1.£fc20.x86 64
google-crosextra-caladea-fonts-1.002-0.3.20130214.£fc20.noarch
google-crosextra-carlito-fonts-1.103-0.1.20130920.£fc20.noarch
google-noto-sans-lisu-fonts-20130807-1.fc20.noarch
google-noto-sans-mandaic-fonts-20130807-1.£fc20.noarch
google-noto-sans-meeteimayek-fonts-20130807-1.fc20.noarch
google-noto-sans-tagalog-fonts-20130807-1.£fc20.noarch
google-noto-sans-tai-tham-fonts-20130807-1.fc20.noarch
google-noto-sans-tai-viet-fonts-20130807-1.£fc20.noarch
gpgme-1.3.2-4.fc20.x86 64

gpg-pubkey-246110cl-51954fca
gpm-1libs-1.20.7-3.£fc20.x86 64
graphite2-1.2.2-4.fc20.x86 64

grep-2.18-1.fc20.x86 64

grilo-0.2.9-2.fc20.x86 64
grilo-plugins-0.2.9-2.£fc20.x86 64
groff-base-1.22.2-8.£fc20.x86 64

grub2-2.00-25.fc20.x86 64
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iw-3.11-1.fc20.x86 64
iwll000-firmware-39.31.5.1-37.£fc20.noarch
iwll00-firmware-39.31.5.1-37.fc20.noarch
iwll05-firmware-18.168.6.1-37.fc20.noarch
iwll35-firmware-18.168.6.1-37.fc20.noarch
iwl2000-firmware-18.168.6.1-37.fc20.noarch
iwl2030-firmware-18.168.6.1-37.fc20.noarch
iwl3160-firmware-22.24.8.0-37.fc20.noarch
iwl3945-firmware-15.32.2.9-37.£fc20.noarch
iwl4965-firmware-228.61.2.24-37.£fc20.noarch
iwl5000-firmware-8.83.5.1 1-37.fc20.noarch
iwl5150-firmware-8.24.2.2-37.fc20.noarch
iwl6000-firmware-9.221.4.1-37.£fc20.noarch
iwl6000g2a-firmware-17.168.5.3-37.£fc20.noarch
iwl6000g2b-firmware-17.168.5.2-37.fc20.noarch
iwl6050-firmware-41.28.5.1-37.£fc20.noarch
iwl7260-firmware-22.24.8.0-37.£fc20.noarch
jack-audio-connection-kit-1.9.9.5-3.£fc20.x86_64
jansson-2.6-1.£fc20.x86_64
jasper-1ibs-1.900.1-25.£fc20.x86 64
java-1.7.0-openjdk-1.7.0.60-2.4.5.1.£fc20.x86 64
java-1.7.0-openjdk-headless-1.7.0.60-2.4.5.1.£fc20.x86 64
javapackages-tools-3.4.1-1.fc20.noarch
jbigkit-1ibs-2.0-9.fc20.x86 64
jline-1.0-5.fc20.noarch
jomolhari-fonts-0.003-17.£c20.noarch
json-c-0.11-3.£fc20.x86_64
json-glib-0.16.2-1.fc20.x86 64
kbd-1.15.5-12.fc20.x86_ 64
kbd-legacy-1.15.5-12.fc20.noarch
kbd-misc-1.15.5-12.£fc20.noarch
kernel-3.11.10-301.£fc20.x86 64
kernel-3.13.7-200.£fc20.x86 64
kernel-3.13.9-200.fc20.x86 64
kernel-modules-extra-3.11.10-301.£fc20.x86 64
kernel-modules-extra-3.13.7-200.£fc20.x86 64
kernel-modules-extra-3.13.9-200.£fc20.x86 64
kexec-tools-2.0.4-18.£fc20.x86 64
keyutils-1.5.9-1.£fc20.x86_64
keyutils-1ibs-1.5.9-1.fc20.x86 64
khmeros-base-fonts-5.0-17.£fc20.noarch
khmeros-fonts-common-5.0-17.fc20.noarch

kmod-15-1.fc20.x86 64
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libreoffice-graphicfilter-4.2.3.2-3.fc20.x86 64
libreoffice-impress-4.2.3.2-3.£fc20.x86 64
libreoffice-opensymbol-fonts-4.2.3.2-3.fc20.noarch
libreoffice-pdfimport-4.2.3.2-3.fc20.x86 64
libreoffice-ure-4.2.3.2-3.£fc20.x86 64
libreoffice-writer-4.2.3.2-3.fc20.x86 64
librepo-1.6.0-1.£fc20.x86 64
libreport-2.2.1-1.£fc20.x86 64
libreport-anaconda-2.2.1-1.£fc20.x86 64
libreport-cli-2.2.1-1.£fc20.x86 64
libreport-fedora-2.2.1-1.£fc20.x86 64
libreport-filesystem-2.2.1-1.£fc20.x86 64
libreport-gtk-2.2.1-1.fc20.x86 64
libreport-plugin-bugzilla-2.2.1-1.fc20.x86 64
libreport-plugin-kerneloops-2.2.1-1.£fc20.x86 64
libreport-plugin-logger-2.2.1-1.£fc20.x86 64
libreport-plugin-reportuploader-2.2.1-1.£fc20.x86 64
libreport-plugin-ureport-2.2.1-1.£fc20.x86 64
libreport-python-2.2.1-1.£fc20.x86 64
libreport-python3-2.2.1-1.£fc20.x86 64
libreport-web-2.2.1-1.fc20.x86 64
libreswan-3.8-1.fc20.x86 64
librsvg2-2.40.1-1.£fc20.x86 64
libsamplerate-0.1.8-5.fc20.x86 64
libsane-hpaio-3.13.11-4.£fc20.x86 64
libsecret-0.16-1.£fc20.x86_ 64
libselinux-2.2.1-6.fc20.x86 64
libselinux-python-2.2.1-6.£fc20.x86 64
libselinux-utils-2.2.1-6.fc20.x86 64
libsemanage-2.1.10-14.fc20.x86 64
libsemanage-python-2.1.10-14.£fc20.x86 64
libsepol-2.1.9-2.£c20.x86 64
libshout-2.2.2-10.fc20.x86 64
libsigc++20-2.3.1-3.£fc20.x86 64
libsilc-1.1.10-10.£fc20.x86 64
1ibSM-1.2.1-6.fc20.x86_ 64
libsmbclient-4.1.6-1.£fc20.x86 64
libsmi-0.4.8-12.fc20.x86 64
libsndfile-1.0.25-8.fc20.x86_ 64
libsolv-0.4.1-1.gitbcedc98.£fc20.x86 64
libsoup-2.44.2-1.£fc20.x86 64
libspectre-0.2.7-3.£fc20.x86 64

libsrtp-1.4.4-10.20101004cvs.fc20.x86 64
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mesa-1libglapi-10.0.4-1.20140312.£fc20.x86 64
mesa-1ibGLU-9.0.0-4.£c20.x86_64
mesa-libwayland-egl-10.0.4-1.20140312.fc20.x86 64
mesa-libxatracker-10.0.4-1.20140312.£fc20.x86 64
microcode ctl-2.1-3.£fc20.x86_64
mlocate-0.26-4.fc20.x86 64
mobile-broadband-provider-info-1.20120614-4.£fc20.noarch
ModemManager-1.1.0-2.git20130913.£c20.x86 64
ModemManager-glib-1.1.0-2.9it20130913.£fc20.x86 64
mokutil-0.7-1.£fc20.x86 64
mousetweaks-3.10.0-1.£c20.x86_64
mozilla-filesystem-1.9-10.£fc20.x86 64
mozjsl7-17.0.0-8.£fc20.x86 64
mpfr-3.1.2-4.fc20.x86 64
mtdev-1.1.4-1.£fc20.x86 64
mtools-4.0.18-4.fc20.x86 64
mutter-3.10.4-1.fc20.x86_64
mutter-wayland-3.10.4-1.£fc20.x86 64
mythes-1.2.3-6.£fc20.x86 64
nautilus-3.10.1-3.fc20.x86 64
nautilus-extensions-3.10.1-3.£fc20.x86 64
nautilus-sendto-3.8.1-1.fc20.x86 64
ncurses-5.9-12.20130511.£c20.x86 64
ncurses-base-5.9-12.20130511.fc20.noarch
ncurses-1ibs-5.9-12.20130511.£fc20.x86 64
neon-0.30.0-2.fc20.x86_ 64
net-snmp-1libs-5.7.2-17.£c20.x86 64
nettle-2.7.1-3.£c20.x86_64
net-tools-2.0-0.15.20131119git.fc20.x86 64
NetworkManager-0.9.9.0-33.git20131003.£fc20.x86 64
NetworkManager-glib-0.9.9.0-33.git20131003.£fc20.x86 64
NetworkManager-12tp-0.9.8.6-1.£fc20.x86 64
NetworkManager-openconnect-0.9.8.0-2.£fc20.x86 64
NetworkManager-openvpn-0.9.9.0-0.1.9i1t20140128.£fc20.x86 64
NetworkManager-openvpn-gnome-0.9.9.0-0.1.g1t20140128.£fc20.x86 64
NetworkManager-pptp-0.9.8.2-3.£fc20.x86 64
NetworkManager-pptp-gnome-0.9.8.2-3.fc20.x86 64
NetworkManager-vpnc-0.9.8.2-2.fc20.x86 64
NetworkManager-vpnc-gnome-0.9.8.2-2.fc20.x86 64
newt-0.52.16-2.fc20.x86 64
newt-python-0.52.16-2.£fc20.x86 64
nhn-nanum-fonts-common-3.020-9.fc20.noarch

nhn-nanum-gothic-fonts-3.020-9.fc20.noarch
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perl-Time-Local-1.2300-291.fc20.noarch
perl-version-0.99.07-1.£fc20.x86 64
pinentry-0.8.1-11.fc20.x86 64
pinentry-gtk-0.8.1-11.£fc20.x86 64
pixman-0.30.0-3.fc20.x86 64
pkcsll-helper-1.10-2.£c20.x86 64
pkgconfig-0.28-3.fc20.x86 64
plymouth-0.8.9-3.2013.08.14.fc20.x86_ 64
plymouth-core-1ibs-0.8.9-3.2013.08.14.£fc20.x86 64
plymouth-graphics-1ibs-0.8.9-3.2013.08.14.fc20.x86 64
plymouth-plugin-label-0.8.9-3.2013.08.14.£fc20.x86 64
plymouth-plugin-two-step-0.8.9-3.2013.08.14.£fc20.x86 64
plymouth-scripts-0.8.9-3.2013.08.14.fc20.x86 64
plymouth-system-theme-0.8.9-3.2013.08.14.£fc20.x86 64
plymouth-theme-charge-0.8.9-3.2013.08.14.£fc20.x86 64
pm-utils-1.4.1-26.£fc20.x86 64
policycoreutils-2.2.5-3.£fc20.x86 64
policycoreutils-python-2.2.5-3.£fc20.x86 64
polkit-0.112-2.£fc20.x86 64
polkit-pkla-compat-0.1-3.£fc20.x86 64
poppler-0.24.3-3.fc20.x86 64
poppler-data-0.4.6-4.fc20.noarch
poppler-glib-0.24.3-3.£fc20.x86 64
poppler-utils-0.24.3-3.£fc20.x86 64
popt-1.16-2.£fc20.x86 64

portaudio-19-17.£c20.x86 64

ppp-2.4.5-33.£fc20.x86 64

pptp-1.8.0-1.fc20.x86 64
procps-ng-3.3.8-16.fc20.x86 64
protobuf-2.5.0-5.£c20.x86_64
protobuf-c-0.15-8.£fc20.x86 64
protobuf-compiler-2.5.0-5.£fc20.x86 64
psacct-6.6.1-7.£fc20.x86 64
psmisc-22.20-3.fc20.x86_ 64

pth-2.0.7-21.£fc20.x86 64
pulseaudio-4.0-9.gitf81e3.£fc20.x86 64
pulseaudio-gdm-hooks-4.0-9.gitf81e3.£fc20.x86 64
pulseaudio-libs-4.0-9.gitf8le3.£fc20.x86 64
pulseaudio-libs-glib2-4.0-9.gitf81e3.fc20.x86 64
pulseaudio-module-bluetooth-4.0-9.gitf81e3.fc20.x86 64
pulseaudio-module-x11-4.0-9.gitf81e3.£fc20.x86 64
pulseaudio-utils-4.0-9.gitf81e3.£fc20.x86 64

pyatspi-2.10.0-1.£fc20.noarch
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wpa supplicant-2.0-8.£fc20.x86 64
wgy-zenhei-fonts-0.9.46-11.fc20.noarch
wvdial-1.61-8.fc20.x86 64
xcb-util-0.3.9-3.fc20.x86 64
xdg-user-dirs-0.15-2.£fc20.x86 64
xdg-user-dirs-gtk-0.10-3.£fc20.x86 64
xdg-utils-1.1.0-0.22.rc2.fc20.noarch
xfsprogs-3.1.11-2.fc20.x86 64
xkeyboard-config-2.10.1-1.£fc20.noarch
x12tpd-1.3.1-14.fc20.x86 64
xml-common-0.6.3-40.fc20.noarch
xmlrpc-c-1.32.5-1903.5vn2451.£c20.x86 64
xmlrpc-c-client-1.32.5-1903.svn2451.£fc20.x86 64
xorg-xll-drv-ati-7.2.0-3.20131101git3b38701.£fc20.x86 64
xorg-xll-drv-evdev-2.8.2-1.fc20.x86 64
xorg-x11-drv-fbdev-0.4.3-10.fc20.x86 64
xorg-x11l-drv-intel-2.21.15-5.£c20.x86 64
xorg-x1l-drv-mga-1.6.2-8.£fc20.x86 64
xorg-xll-drv-modesetting-0.8.0-2.fc20.x86 64
xorg-xll-drv-nouveau-1.0.9-2.£fc20.x86 64
xorg-xll-drv-openchrome-0.3.3-2.£fc20.x86 64
xorg-x11-drv-gx1-0.1.1-3.fc20.x86 64
xorg-xll-drv-synaptics-1.7.4-5.fc20.x86 64
xorg-xll-drv-vesa-2.3.2-10.fc20.x86 64
xorg-xll-drv-vmmouse-13.0.0-6.£c20.x86 64
xorg-x1l-drv-vmware-13.0.1-3.20131207gita40cbd7b.fc20.x86 64
xorg-xll-drv-wacom-0.23.0-5.fc20.x86 64
xorg-x1ll-fonts-1508859-1-100dpi-7.5-9.£fc20.noarch
xorg-x1ll-fonts-IS08859-1-75dpi-7.5-9.£fc20.noarch
xorg-xll-fonts-Typel-7.5-9.£fc20.noarch
xorg-x1l-font-utils-7.5-18.£fc20.x86 64
xorg-xll-glamor-0.5.1-3.20140115gitfb4d046c.fc20.x86 64
xorg-xll-server-common-1.14.4-7.£fc20.x86 64
xorg-xll-server-utils-7.7-2.£c20.x86 64
xorg-xll-server-Xorg-1.14.4-7.£fc20.x86 64
xorg-x11l-utils-7.5-12.£c20.x86 64
xorg-xll-xauth-1.0.7-4.£fc20.x86 64
xorg-x11-xinit-1.3.2-9.£fc20.x86 64
xorg-x1l-xkb-utils-7.7-8.£c20.x86 64
xpdf-3.03-8.£fc20.x86_ 64
xulrunner-27.0-1.£fc20.x86 64
xz-5.1.2-8alpha.fc20.x86 64

xz-1ibs-5.1.2-8alpha.fc20.x86 64
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yajl-2.0.4-3.fc20.x86 64
yelp-3.10.1-1.£fc20.x86 64
yelp-1ibs-3.10.1-1.£fc20.x86 64
yelp-xs1-3.10.1-1.fc20.noarch
yum-3.4.3-137.£fc20.noarch
yum-langpacks-0.4.3-1.£fc20.noarch
yum-metadata-parser-1.1.4-9.fc20.x86 64
yum-utils-1.1.31-20.£fc20.noarch
webrtc-audio-processing-0.1-5.fc20.x86 64
wget-1.14-12.fc20.x86 64
which-2.20-6.fc20.x86 64
wireless-tools-29-10.1.£fc20.x86 64
wireshark-1.10.6-2.£fc20.x86 64
wireshark-gnome-1.10.6-2.£fc20.x86 64

wpa supplicant-2.0-8.£fc20.x86 64
wgy-zenhei-fonts-0.9.46-11.fc20.noarch
wvdial-1.61-8.fc20.x86 64
xcb-util-0.3.9-3.fc20.x86 64
xdg-user-dirs-0.15-2.£fc20.x86 64
xdg-user-dirs-gtk-0.10-3.£fc20.x86 64
xdg-utils-1.1.0-0.22.rc2.fc20.noarch
xfsprogs-3.1.11-2.£fc20.x86 64
xkeyboard-config-2.10.1-1.fc20.nocaxrch
x12tpd-1.3.1-14.fc20.x86 64
xml-common-0.6.3-40.fc20.noarch
xmlrpc-c-1.32.5-1903.s5vn2451.£c20.x86 64
xmlrpc-c-client-1.32.5-1903.svn2451.fc20.x86 64
xorg-xll-drv-ati-7.2.0-3.20131101git3b38701.£fc20.x86 64
xorg-xll-drv-evdev-2.8.2-1.fc20.x86 64
xorg-x11-drv-fbdev-0.4.3-10.£fc20.x86 64
xorg-x11l-drv-intel-2.21.15-5.£fc20.x86 64
xorg-x1l-drv-mga-1.6.2-8.£fc20.x86 64
xorg-xll-drv-modesetting-0.8.0-2.fc20.x86 64
xorg-xll-drv-nouveau-1.0.9-2.£fc20.x86 64
xorg-xll-drv-openchrome-0.3.3-2.£fc20.x86 64
xorg-x11-drv-gx1-0.1.1-3.£fc20.x86 64
xorg-xll-drv-synaptics-1.7.4-5.£fc20.x86 64
xorg-xll-drv-vesa-2.3.2-10.fc20.x86 64
xorg-xll-drv-vmmouse-13.0.0-6.fc20.x86 64
xorg-x1l-drv-vmware-13.0.1-3.20131207gita40cbd7b.fc20.x86 64
xorg-xll-drv-wacom-0.23.0-5.fc20.x86 64
xorg-x11l-fonts-IS08859-1-100dpi-7.5-9.£fc20.noarch

xorg-x11-fonts-I508859-1-75dpi-7.5-9.£c20.noarch
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