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Abstract  
 
 With the ever painful and frustrating need to strengthen internet security the 
open-door policies of universities that once helped create the internet are 
beginning to look like the weakest links in the aspect of security on the internet. 
My document will begin by giving a look at some of the brief history in the making 
of the internet and how the universities became key players in the internet we 
know today. With this paper I will take a look at how and why universities are 
being used as tools for attacks, information theft, copy write infringement, and 
other unlawful activity. I will elaborate on and demonstrate on the fact that open 
network universities are a problem to them selves as well as the entire internet 
community. I will touch on some studies with brief findings of compromised 
university networks. I will give some break down on the chain of events of the 
compromise and take a brief look at some of the security policies in place at the 
time. In the closing of the paper I will address what I believe to be the future of 
these so called open-door networks. I will apply some of my recommendations 
based on existing trends, research and history thus far. I will begin to outline 
steps that I believe should be taken towards a better security infrastructure in the 
university network systems. The avoidance of network, system compromise, and 
the theft of information at the university level must be addressed in today’s world 
to ensure tomorrows future. 
 
 As I touch on the above stated in my document I have attempted to keep details 
short in order to provide more of an over view on the subject of universities and 
their security. My goal for the reader is to catch the attention of a person that was 
not aware of what is happening in more than some of the university network 
infrastructures. Most of my findings are based on articles from what I believe to 
be reliable sources. I my self am also and employee in a central IT department 
for a university. Some of my views and experiences are expressed in this 
document. My writing does not reflect the views, opinions, ideals, or any other 
policies of my employer. 
 
Research 
 
 From ARPANET(Advanced Research Projects Agency Network) to the Internet, it 
started to begin with one of the first small simple networks that linked MIT in 
Massachusetts to Berkeley University in California. The ARPANET was a small 
but significant network design in 1966/1967 by Lawrence G. Roberts and 
Thomas Merrill. This network design had begun to show us some of the way on 
the path to the internet. Their network provided a slow but mostly effective means 
of transmitting a digital message to and from hosts using what was referred to as 
IMPs (interface message processors). IMP’s would be considered hosts in 
today’s world. Roberts and Merrill proved that time based computers regardless 
of geographic location were capable of the sharing information and possibly even 
centralizing applications using this new ARPANET.  
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Shortly after in 1968 UCLA and Stanford University used a login system on the 
ARPANET to access a database on a remote host, once again proving the 
concept of data sharing. At this point in 1968 ARPANET consisted of 4 host’s 
total. More universities and a handful of research centers soon joined on brining 
the count up to 23 hosts in 1971. 
 
 By 1972 the ARPANET started to show up more in the public spotlight. Soon 
after 1974 came an evolution of the ARPANET with research underway to begin 
a possible deployment of a TCP (transmission control protocol) which could and 
soon would provide a standard way of communication among the growing host 
community of the ARPANET. In 1983 the replacement of the NCP protocol 
running on the ARPANET was officially moved to the TCP protocol creating more 
solid standards for users to build around with better addressing ability that was 
not as platform dependent. In the years to follow TCP now known as TCP/IP 
(transmission control protocol/internet protocol) became a standard among many 
network infrastructures, private and public. TCP/IP is a standard today for the 
internet as we know it now.  
 
 In my research I found one of the original design ideas that also helped lead on 
to the Internet today came from a Bob Kahn in 1972. He was basing some of his 
research and ideas on that of an open network infrastructure.  Bob Kahn referred 
to this as “Internetting”. In the open network infrastructure individuals could utilize 
the network to fit the needs of their own environment. Users could design 
applications and tools with little to no constraints on the network integrated part 
since it would be an open standard. Documents and information could be polled 
freely and shared freely among other network enabled entities to fill a pool of 
knowledge sharing, and learning.  
 
 The open network structure idea was in fact one of the major contributors to 
what has provided us all with the rapid growth of the internet in place today. In 
1984 ARPANET had reached 1000 hosts that were emailing and sharing 
applications and data freely to anyone connected. By this period in time the 
Internet was truly born and so were hackers and the viruses, worms, etc. written 
by them. National governments pushed to have the internet adopted by all higher 
education organizations, regardless of the type of educational medium. Any 
higher academic organization was urged and even funded to join the internet.  
 
 From early ideas evolving into a reality of a network connected space to share 
information and knowledge spawned traditions in the academic communities and 
their internet enabled networks. The ability to exist in and on an open access 
network without constraints became an accepted sort of standards among public 
and even some private academic communities and their organizations. 
 
 Now that we have hundreds and maybe thousands of universities on the internet 
we can start to look at why the open network infrastructure of many universities is 
being targeted for vulnerabilities, information theft, etc...  
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Many security experts believe that the university networks are a natural target for 
hackers and script kiddies. To simply look at most university politics you will find 
a lack of focus on the subject of security, online piracy, and information theft. 
 
 Some universities have begun to put more solid security plans into place with 
some funding recently but it has been a slow process that can be difficult to 
architect. The vast majority of universities is still  very much behind the times and 
are simply not funded to gear up security on the network. University networks 
seem to imply a reputation for extremely relaxed security policies and vulnerable 
hosts. Taking a look at whom and what populates the university networks and 
what tends to make them vulnerable to the hackers it can start to become more 
clear why they are successfully attacked so often.  
 
 Most of the university organizations are usually made up of large distributed high 
speed infrastructures. The network infrastructure can consist of gigabit fiber back 
planes or faster and possible 10 base Ethernet connections or faster to all of the 
network devices and hosts attached. The network infrastructure in turn is usually 
piped into a large internet enabled connection. The internet connection can have 
an abundant amount of available bandwidth in many cases. Just the above 
stated ground shows as a perfect spot to try and launch flood attacks, scans, 
spamming platforms, Code attacks, and so on. The kind of activity that would 
thrive in a speed enabled connection is what the hackers will try out. Other 
wrongful uses may be the distribution of software, movies, music, etc. usually 
copy written material. Since most of these files would be of a large nature the 
bandwidth would be ideal for a hacker to get the data in and out fast. The bottom 
line here is plenty of bandwidth that can be used for all sorts of hacker like 
activity. 
 
 Inside some of this bandwidth enabled university infrastructures there can be a 
very wide range of hosts and network enabled devices running all types of 
operating systems and hardware specifications. In most cases universities have 
large publicly addressable IP  address scheme for all of their connected devices. 
In many cases delegation and control of these devices and hosts are left to the 
owners of these machines. The owners of the devices can usually be broken 
down into a few individual groups.  
 
 The first group may be some sort of centralized IT (information technology) 
department that maintains the core infrastructure for the entire campus or 
campuses. Generally the core infrastructure group would be the maintaining 
body of the basic network policies, basic usage guidelines, core systems, and 
core networks. The core systems may be the university wide email server, the 
web server(s), university DNS (dynamic names server) servers, directory 
services, DHCP (dynamic host configuration protocol) , etc. IT traditionally will 
control the connection basically up to the data port in the lab, the classroom, or 
the administrative office and so on. In practice the central IT department usually 
does dictate and set guidelines for network usage on the campus. 
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The IT group however are not always aware or in coordination with the users of 
the distributed network and their systems online. I will elaborate more on this in 
the following paragraphs as we talk more about the users and their networks past 
the data port on the wall.  
 
 Because of the traditional nature of collaboration and access to information on 
campus it’s rare to find devices such as firewalls and access control blocking 
devices in a place. Such perimeter devices if any usually are not found on the 
gateway from the University campus to the internet. The main campus IT group 
usually finds they can only lock things down to a minimum degree so as not to 
disrupt the free flow of information in the end users environments. The dynamic 
range of ports and protocols in use on campus makes it extremely difficult to 
manage a perimeter firewall. Occasionally you will find a firewall securing a 
section of the network such as a machine room.    
 
 If we look at the point that a user or group of users connect to the data port 
supplied by university IT you may find that the system administration and security 
management usually fall into a second group of individuals out side of  campus 
IT. This group may be known as department technical people or LAN (local area 
network) administrators of a college or department. When you get down to the 
department level (also may be called a college level) the LAN administrators 
typically run the show. The administrators have also tended to develop an almost 
private network environment of their own to suite the needs of the department. 
The rest of the department LAN network may include switches, hubs, wireless 
access points, etc. all part of the departments own network architecture. Some 
departments set up mail servers, web servers, VPN (virtual private network) 
servers, DNS servers, and so on. 
 
 In many universities the main IT group is starting to clamp down much more on 
security with network device hardware policies, especially with affordable high 
speed wireless on the map now. The days of “IT will supply the network but past 
the data port it’s the departments network.” are going away fast. I am still finding 
however that much more security and centralized control is needed. The types of 
“lock down on the network” policies are an up hill battle for many large university 
distributed networks. Even after a policy is in place what still gets plugged in may 
be difficult to track and police, especially on a large distributed network with 
mixed environments and visually decentralized IT. Here lies a big problem of 
responsibility for security, and the integrity of all of the university systems that is 
not easily managed due to its de-centralized and vastly distributed common 
structure make up.  
 
 If we look at what the departments or colleges can develop system wise we will 
see a varied range of hosts on the network to accommodate services they may 
offer locally. Some of the host’s hardware may be SUN, PC, Alpha, etc... 
Operating systems can be Solaris (all versions), BSD (all flavors), Linux (all 
flavors), Windows (All Versions), VAX, etc...  
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Some of these systems can be very old and dated. Patches and security updates 
may no longer be supported for these older systems. These older boxes tend to 
be the result of lack of funding and the general attitude of “If it’s not broken don’t 
fix it.” Hardware and software is usually chosen by the department technical 
person and security is usually not the main concern when making purchase 
decisions; from what I have found in my research. Usually the LAN administrator 
is faced with ideas, or directives that he or she must follow to meet the needs of 
the college or department. This type of action has spawned from the core IT 
group of the university not implementing centralized common thread services in 
many cases. The sorts of systems and applications departments take on 
sometimes require a great depth of training and knowledge to properly deploy 
securely and effectively. 
  
 The vast majority of the time we see the department or college is under funded. 
The administrative person doesn’t get the required training or tools to properly 
supply a secure and productive environment. In many cases the rollout turns into 
a quick approach with out of the box applications and little to no security 
planning. 
 
 For a quick example of a technical system rollout problem which I found very 
common on campuses we will look at a system proposal and a brief detail of 
what can happen to make things go wrong. Let us say we have a department 
that has a part time technical person or even a student worker with some basic 
network and systems knowledge; this is very common. The technical person 
would be asked to build an interactive login environment for the users with 
collaboration tools in place such as a shared calendar, tasks, etc... The tech 
person decides for simplicity and general familiarity to go with a local email 
system running a Microsoft Exchange 2000 server. To build the Exchange 2000 
server a Microsoft Active Directory server is also required. The director of the 
department would also like the systems to have web based access for email and 
calendar tools.  
 
Looking at just some of the beginning steps we can see how things start to go 
wrong commonly. First we have a technical person that is not entirely educated 
with the packages; this can cause some serious issues obviously. He or she may 
be part time or splitting the work load with other tasks as well. The department 
may also be under funded in the technical areas but they have needs and would 
like them met cheap and of course fast. To deploy this type of environment 
properly it would require some good planning and quite a bit of on going security 
management. All of the systems in this environment will be on the internet like 
most universities systems are. The tech person most likely will choose what 
seems to be the simple route of using defaults for installs and out of the box un-
patched software initially. A very common mistake takes us to the domain 
controller build. The machine is hooked up plugged into the live network and 
Windows 2000 server is loaded onto it with all the default installed applications 
and settings. Here comes problem number one. Within minutes or less of that 
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machine being loaded it gets scanned and perhaps infected with an IIS worm or 
worse. A experience or properly trained person knows that the default install of 
Windows 2000 Server includes IIS unpatched. Statistics show an unpatched IIS 
server has a survival rate of 20 seconds on a public network at the right time of 
the month. The box was unpatched and on a live IP addressable unprotected 
data port. The tech person may have had good intentions to go online and patch 
the box but it was too late. Chances are the box stays online compromises until 
someone notices because they get scanned by the box or notice the high traffic. 
This example can go on and on, I probably could write a few pages of the 
security issues that could be born from this environment. This person has to build 
it and they will but at the cost of security, time, and possible liability. To a 
properly trained or experienced tech person this may seem like common 
knowledge but I can assure you that this happens all the time on these networks 
and others. 
 
 Typically the security problems fall on lack of knowledge or understanding of 
security and policy. In some cases departments do not have time or funds to 
manage systems in place so the systems simply fall behind on patches and 
updates. The constantly changing software and the software’s vulnerabilities can 
require a lot of time and research to keep on top of. The push of the  “traditional 
open network” also plays into the actions of the departments to follow the mission 
statement of academic freedom. Sometimes a hosted server becomes 
everyone’s server for the shared information but no ones responsibility to 
maintain securely. 
 
 The other groups I will talk about on campus are the students. The different 
groups of students with computers or access to them can supply an almost un-
manageable amount of security issues. Students themselves can actually be 
broken into some categories. For the sake of simplicity we will look at two major 
categories of students.  
 
 One group of students are the technically inclined students that are studying in a 
computer related, technical field, or just have good working knowledge. These 
students are what I will call the more computer savy students. The students can 
have a very wide variety of applications, operating systems, and network enabled 
devices that they will commonly use. These students will build systems for 
classes, personal study, or just personal use. The technically inclined groups of 
students that build systems for classes tend to be a little better educated about 
security and have a better idea about perhaps how to patch and help secure a 
box for its purpose on the network.  
 
 In today’s classrooms education is starting to bring application and system 
vulnerabilities more into the schooling. The other side of this I have found in 
research is that sometimes its not enough. If a student has an application he or 
she is building for a class project they sometimes only focus on one layer of the 
system.   
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An example would be a student that has a class that he or she is studying Oracle 
the database application. The Oracle class may teach the proper security and 
patching of the Oracle application itself but not the proper lock down of the 
operating systems. Now we may have a fully secure implementation of Oracle on 
an unpatched Windows 2000, or perhaps SUN Solaris server.  
 
 Some students just simply don’t care to take the time to patch and secure since 
they may consider the host a test box or project box and it would be scraped if 
compromised so they choose the quick and dirty route. In this scenario the quick 
and dirty test box is a prime candidate for attack on the open internet enabled 
network.  
 
 The other group of students is the ones that have no technical computer 
knowledge. They are simply users in the most plane vanilla sense of a PC user. 
They use there machine to surf the net for information, to write papers, and 
generally to do study related work. Some of these students may have brought in 
there own PC’s and loaded there own software. Most PC software out of the box 
is sold with security functions turned off and a lack of the latest patches. These 
non-technical students tend to be the hardest hit on campus by virii, worms, and 
backdoor software applications. The students just simply don’t understand or 
even care to understand the reality of plugging into a piece of the internet in there 
dorm room or on campus. Some of them are infected from peer-to-peer 
applications. The student may have downloaded some software that had a 
backdoor or a virus. A lot of Universities now are providing students with anti-
virus software and updates for there operating systems and their standard 
applications along with guidelines for better network protection. What has been 
happing however is that many students do not stay up to date with virus 
definitions and the patches so they are still not fully protected and seem to get 
compromised again by hackers. 
 
 It is also not uncommon with any of the students to find web servers, email 
servers, DNS servers, wireless and private networks, peer-to-peer networks, and 
many other types of systems the students have built on the campus networks. 
The high availability of internet bandwidth is a temping environment for the 
exchange of copy written material such as MP3, DivX, MPG, etc. via the 
commonly used P2P applications such as Kazaa and Morpheus. The RIAA 
(Recording Industry Association of America) has been encouraging universities 
to step up and do something about the massive amount of illegal content being 
shared by students on many university networks. RIAA has begun taking steps to 
actually prosecute offenders in court that violate copy writes. It’s possible that in 
the future RIAA and organizations like it may hold the university itself responsible 
for the content of the university network enabled hosts.  
 
 Students also manage to get involved in the more technical levels of being 
hackers or script writers them selves. Students have been going beyond just the 
simple sharing of copy written files. 
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Student hackers have been found to be quite common on campus these days. 
The network environment as I have been outlining is just right for student 
hackers. To elaborate more the computer systems that some colleges have 
available for the students to use can be state of the art technology. Students can 
have access to some of the fastest networks in the world. Students also have 
access to public computer labs. From any lab it could be easy to conceal a real 
identity; they could hide within the network for a period of time and then move on 
before being tracked down.  
 
Its would be difficult and even more drawn out to describe the many scenarios 
there could be in the student and departmental environment. To wrap up on 
these groups the ingredients for open vulnerable and exploitable machines are 
well mixed. The bottom line I am finding in research is that too many university 
networks today are rich fertile grounds for hacker activity because of lack of 
policy and policing. There is a lack of vulnerability assessment and resolution 
along with little to no accurate monitoring tools in place. Hackers can hone there 
skills in a virtually anonymous environment in many cases. There are large 
servers with big disk drives just begging for data on fast internet enable 
connections. The university networks can essentially become a perfect staging 
ground for large hack attempts and also a perfect place for new hackers to learn 
the ropes easily.  
  
To elaborate on or demonstrate some of the problems of the open university 
networks and their security I am going to look at some actual cases of hacker 
activity and how Universities were affected or involved.  
 
 In February of 2000 there were a huge amount of DOS (denial of service) 
attacks directed at ebay.com, cnn.com, and a few select others. It is believed that 
the tools used for these attacks were created and tested on university networks. 
Some of the key machines used in the actual attacks were within university 
networks. The machines in the attacks were used to direct large amounts of 
messages and requests to the commercial web servers. The servers were 
overwhelmed causing web pages to be unavailable or extremely delayed loading 
and processing times. This case involved the use of the anonymous factor, ease 
of finding exploitable machines, high bandwidth availability, lack of monitoring, no 
firewalls or improperly configured ones, and many university networks. 
 
 A hacker gained access to a Linux system inside a university hospital. The Linux 
system allowed him to get to a VNC (a remote desktop program) application that 
was exploitable. In turn the hacker exploited the application to gain access to a 
Windows NT box that had weak passwords and also operating system 
vulnerabilities. Once he was in the NT box the hacker used various tools to 
expand his reaches into the core of the network. Many backdoor programs were 
installed along with some trojan horse programs to help expand the hackers 
reach.  



©
 S

A
N

S 
In

st
itu

te
 2

00
3,

 A
ut

ho
r r

et
ai

ns
 fu

ll 
ri

gh
ts

.

Key fingerprint = AF19 FA27 2F94 998D FDB5 DE3D F8B5 06E4 A169 4E46 

© SANS Institute 2003, As part of GIAC practical repository. Author retains full rights.

In the end the hacker was able to steal the private medical records of over 4500 
patients. The hacker exploited a university network with no firewalls, weak 
passwords, vulnerable applications, and lack of monitoring in short. 
 
 Hackers penetrated a University web server through means of weak security 
and lack of monitoring by the university. The group was able to gain the 
information of students and there records. The list contained informational 
decisions on acceptance of the students to the university. The university may be 
charged with criminal charges along with funding being withheld because they 
breached a student confidentiality act. Basically the hackers were able to get the 
information simply because the web sever was not properly secured and 
monitored. 
 
A campus computer lab was exploited and used to send spam email and serve 
illegal files via an ftp server. The boxes were loaded with the hacker’s 
applications via the floppy disk drives that the machines had in the open lab. The 
computers were not properly locked down to stop this sort of activity. The 
computers were also not monitored for the addition of software or hacking tools. 
The lab administrators noticed a sharp increase in the amount of traffic on the 
network and discovered the seized machines.  
 
 Universities machines were broken into and used to steal credit card numbers 
and personal student information by a hacker. The hacker claimed to have been 
able to break into hundreds and even thousands of computers on university 
networks. He would use the machines to steal user names, passwords, emails, 
credit cards, and any sort of material he could capture from a users session. 
Some of the tools used were key logging software that would record each 
keystroke a user entered. The logged key strokes could then be stored or sent to 
a specific location for the hacker to process. A lot of the programs the hacker 
placed on compromised machines could be controlled from IRC (internet relay 
chat) rooms or channels. Basically the hacker could log on to a IRC channel and 
send a command to hundreds of machines. This hacker exploited and used a ll 
the weaknesses of the universities and other networks he could find. The 
universities in the end were the easiest and the safest for him to use he stated. 
 
A large group of educational institutions were used in an elaborate DOS (denial 
of service) attack on IRC servers all around the globe. The compromised 
machines were all Microsoft windows machines 95, 98, and 2000 versions. The 
exploits used were mainly known bugs in the IIS (internet information server) web 
server. IIS is a package built into several versions of Windows that has had a 
rough history of extremely large security holes. Most of the machines had 
application running on them that could send has much as 5 mbits/sec from each 
compromised machines. This hack was a huge problem for about 36-48 hours 
until traffic was able to be blocked or filtered. All of the infected hosts had to be 
rebuilt and properly patched in order to prevent the attack again. This entire case 
spawned from machines that were not properly patched and locked down.  
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The machines were also not monitored enough to be able to react quickly to the 
high amounts of traffic the hosts were producing. 
 
 As I researched on the internet for cases of compromised universities I found the 
results to be quite surprising of just how many documented cases there are so 
far. Most universities were claiming between 2-20 successful hacks per day on 
their campus. Numbers ranging from 20,000-200,000 hacking attempts made per 
day. Attempts were things like scans, probes, and searches for specific 
applications or vulnerabilities. Many of the tools that hackers can use today can 
successfully compromise an improperly managed host in less then a minute after 
the host is found. The amount of compromised machines on campuses has more 
then doubled in the last few years. 
 
So with what I have stated above in consideration I am going to look at some 
possible ways of improving the methods of dealing with security issues on 
campus.  
 

• Network analysis and real-time monitoring 
o Document and track all known infrastructure devices 
o Document versions of software and patch levels of network 

infrastructure devices 
o Store all device configuration files in a centralized location 
o Compare live configurations to stored ones to track un-tracked 

changes 
o Employ a change management procedure for all managed network 

devices 
o Analyze configuration for signs of problems 
o Create a system to poll the network devices on a regular schedule 

and use SNMP where applicable to check for the proper response 
from a device and report back failures 

o Create a syslog database to accept error or message traps from 
the network devices 

o Written and enforced network policies to dictate what gets plugged 
in to the network 

o Specific networks secured and designated for wireless devices 
should require proper encryption and login key methods 

o Monitoring tools to shape packets and track traffic trends 
§ Checks for peer-to-peer heavy traffic and possible copy 

written file sharing 
o Intrusion detection systems on the network at various key points of 

the network that has visibility of core infrastructures 
§ IDS would detect unacceptable use of network 
§ IDS would report actively of any violations on the network 

that are defined as such in the rules of the IDS 
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• Centralized source for user authentication and secure key systems   
o Provide a centralized directory service that students and 

departments can rely on for authentication methods 
o Require identity proof for servers on the campus network as well as 

students, staff, and faculty 
o Provide key management systems for encryption methods that can 

be centralized and used by departments and students 
o Password policies should be put into place to create an 

environment with strong passwords 
 

• University wide computing standards, and network and computing 
required written and acceptable use policies 

o Develop a standards and policies committee within the core IT 
infrastructure to work with representatives of departments 
§ Develop standards for technology replacements of the future 

o Coordinate technology upgrades with a group of representatives 
from departments 
§ Define the direction of technology to meet the defined needs 

across the organization 
§ Create strategies to break down road blocks amongst the 

departments and work to better integrate existing services, 
systems, and tools into a more centralized environment 

§ Develop projects to address common technology issues 
among  majorities of departments that has flexibility and can 
be centralized 

o Deploy centralized and managed antivirus software and also make 
it mandatory on all campus networked hosts applicable 

o Offer a committee to research university funded programs to get 
grants for equipment, training, and technology that can be 
centralized and offered as a services on campus 

o Build focus groups with students and faculty to address campus 
network security  

o Develop university wide standards for the training of technical and 
management staff members to include computer security as a 
requirement 

o Develop security analysis and audit standards that must be met by 
the systems and environments within the university campus 
network 
§ Scanning for vulnerabilities with scanning tools 
§ Weak password checks 
§ Open vulnerable file shares 
§ Patch management 

o Encourage security training sessions on campus by qualified 
security staff 

o Provide affordable technical assistance from a qualified support 
staff  to the departments and students 
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o Post campus wide security bulletins to promote more secure 
environments and get the attention of the public 

o Provide a single point  of solution for network security and related 
campus issues 

o Develop authentication and standards for open labs and walk up 
data ports 

o Develop disaster recovery strategies for centralized systems and 
networks 
 

• Physical device and perimeter security 
o Firewalls should be put in place on the perimeter of the networks 

§ Firewalls could alternatively be placed on sections of the 
university network such as a machine room subnet 

o Door locks, key cards, coded doors into physical network device 
areas should be restricted 

 
 I believe the future of the university network has a lot of change coming in the 
next 20 years. We have seen quite a bit of change already towards secure and 
better locked down environments at the univeristys. As hacking and the 
successful compromise of university networks is continuing to rise action will be 
taken to counter the attacks. Accountability for stolen information, distribution of 
copy written materials, and general hacker activity is starting to fall on the owners 
of the network as well as the owners of the machines. More firewall like devices 
will most likely be installed and more monitoring of these networks will be 
applied. Although I think that the universities will always have an open learning 
environment on the network it will be met with strict security requirements. The 
requirements will be that of a much more secure and robust systems. Strong 
authentication for hosts and well as users will become more apparent and 
required to help reduce the amount of unknown users on a network. Servers will 
most likely have to be approved and properly secured before they can be 
connected to the network so that they can resist hacker attacks. The deployment 
and development of new monitoring tools for the networks will not only help 
monitor activity but also police it for weak systems, devices, and individuals not 
conforming to university network policies. Security technologies will get better 
and better over time to help fight off the hackers. I think closing doors on the 
open university networks is going to happen more and more. The tradition of an 
open learning environment structure will still thrive but inside of a controlled 
secure environment.  
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