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INTRODUCTION

During recent years, the rate of scans, probes, and intrusions have been increasing at a
dramatic rate. Some organizations require that these incidents be reported to various
incident-handling organizations, while for others, it is part of being a responsible Intemet
site. This has creaed asituation that requires an automated method to process routine
incident reports. Most of the incident reporting process can be automated, as long as
proper safeguards are in place. Carehasto be taken in theautomating incident reporting
to prevent theaccidental transmission of erroneous or incomplete reports.

When our organization first started producing incident reports by hand in 1998, the
incidents normally consisted of ebout 10 scans aday. Processing the reports by hand
required on average about 10 minutes of labor for each report. This required about 90
man-minutes to process incident reports. On Mondays, the reports regarding the
incidents that occurred over the weekend had to be processed, aout 30 of them. This
required about 5 man-hours to process these reports. At the peak, aout 50 reports were
being generated aday. To manually process this much data would require about 500
man-minutes (8.3 man-hours).

Thesolution to the increased workload wes the development of an in-house
application to automate most of thetasks required to generae routine incident reports.
This gpplication analy zes the intrusion detection data, filters it, performs whois and DNS
lookups, and matches the data to ports known to be in use by crackers. Theapplicaion
does not replace human analysis or is used for the production of reports regarding
systems tha have been compromised. It performs most of the work without human
intervention and requires only about 30 seconds for analysis and submittal per message.

IMPORTANCE OF INCIDENT REPORTING

For many years, information security specialists felt that by not sharing information
about incidents, they would keep quiet the fact that problems even existed. Many
businesses still have aproblemwith the idea of relessing negative information to the
public for fear that it would draw negative atention or the value of their company would
bedecressed. This gave crackers theadvantage. By their sharing of information, they
are able to build upon each other’s work and carry out more improved and dangerous
exploits. By the systemadmins not sharing information, they were unaware tha
problens existed and how to correct the problens. For crackers, this created an “open
season” effect on information systens.

There are numerous advantages to submitting incident reports. According to CERT,
the major reasons why you should report incidents are:
1. To receive technical assistance,
2. Correlation of events,
3. Statistics collection,
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Incressed security awareness,

Better security documentation,

Organizational policy,and

Becauseyou are a responsiblesite on the Intemet.

NOo gk~

By providing incident reportsto the appropriate incident handling organizations, they can
usethe information to improve information security. Improvements that these
organizations are providing aretechnical assistance on how to correct security problens
and raising security awareness by alerting administrators about vulnerabilities and bad
security prectices. Also, some law enforcement agencies are incident handling
organizations. These agencies use incident reportsto start investigations that lead to the
prasecution of those who launch attacks against information systens. Reporting
incidents provides valuable datato organizations that work to improve information
security.

INCIDENT REPORTING GUIDELINES

What and to whomdo you report? The Forumof Incident Response and Security
Tearrs (FIRST), currently has nearly 70 members. This means tha you need to work
with your organization to determinethe proper incident handlers. As for what to include
in the report, thetable below lists guidelines fromthree mgjor incident handlers
(CarnegieMellon University’s CERT, FBI's NIPC, & DoN’s FIWC):

Tablel. Incident Report Data Fidds.

ltem Guidelines
Incident Reference Numbers Provide aunique incident number for each report.
Reference any other gpplicable incident report
numbers. (CERT)
Point of Contact Information Provide as nuch POC information as possible; mailing
address, e-mail address, telephone numbers (voice,
pager, fax). (CERT, NIPC, FIWC)
Disclosure Information Include ashort disclosure or non-disclosure statement
about what datashould or should not be availableto
others. (CERT) Information may be shared with“The
Public” or “InfraGard M embers with Secure Access”?

(NIPC)

Physical Location Provide address for wherethe systemis located.
(NIPC, FIWC)

Mission/Mission Critical Wha isthe mission of the systeminvolved? Is the
systemcritical to the organization’s mission? (NIPC,
FIWC)

Operaing System & Hardware | Provide operating systemand hardware information.
(NIPC, FIWC)

Security Measures List what security messures are in place firewall, IDS,
auditing, encryption, etc. (NIPC, FIWC)

How ldentified How was the atack identified? (FIWC)
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Hosts Involved Include host names and I P addresses of sources and
destinations involved. (CERT, NIPC, FIWC) Also,
dumping data fromwhois and rwhois can provide
additional information.

Description of Activity Describe theactivity. Wereany vulnerabilities
exploited, modifications madeto the system, or
software installed? (CERT) Wasthe atack avirus,
denial of service, distributed denial of service, Trojan
horse, trap door, or other? (NIPC) Actions atempted.
(FIWC)

Evaluaion of Attack Success | Did the atacker succead in pendrating the system?
Did damage result? (NIPC, FIWC)

Classification List classification of system. Was any classified daa
compromised? (NIPC, FIWC)
Log Bxracts Include log entries that are related to the incident.

Removeany unrelated entriesto avoid confusion. If
numerous log entries exist, includeasampleof the
entries and thetotal number of entries generated by the
incident. Provide a description of the format may be
helpful. (CERT)

DateTime & Duration Providethe date, time, and duration of the incident.
(NIPC, FIWC)

Time Zone and Clock Providethe timein GV T offset to avoid international

Accuracy time zone confusion. State whether the times in the log

are accurateor not. If not, statethedifference. If the
clock is synchronized with a time source, state so.

(CERT)

Any Response Expected State whether the report is for informational purposes
only or if you are seeking assistance froman incident
handler. (CERT)

Corrective Action Wha actions have been taken to mitigae risk;

disconnedt, backup, checked binaries, etc.? (NIPC)

This list shows that detailed data is requested by each incident handling organization. To
properly complete an incident report regarding a compromised system, the system
administrator will need to collect detailed dataduring the analysis of the incident. Based
on this list, only scans, probes, and connection attempts that do not result in asecurity
compromise can be handled with only a minimum amount of manpower.

AUTOMATED INCIDENT REPORTING

Using software to generate routine incident reports can grealy reducethe amount of
time required, provide more accurae information, and perform more complicated data
filtering. However, great care must betaken to ensuretha an analyst reviews the reports
and that the data used to generate the report is correct. The software solution canbea
script or programthat uses various standard network tilities to gather information, then
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format and send reports. Our organization uses a Visual BA SIC program that processes
log files fromthe firewalls. Future enhancements will permit the utilization of data from
multiple intrusion detection systems to provide moredetailed data on incidents.

Automated incident reporting does NOT work in all situations. Incident reports
should be manually processad if a compromised information systemis involved, new
network security systemis brought online, or further investigation of theevent is
required. Investigaions of conmpromised systerns require detailed data (see Table 1)
about the systeminvolved, full automation of the incident reporting is not practical or
advised. Since many intrusion detection systens basetheir detection on signaures
within packets, meny IDSs can generate false positivedaa. It takes time for the analyst
to recognize which alerts are false positives and to adjust the configuration to reduce fdse
positives. Automated incident reporting using data fromnew IDSsystems is not
recommended.

BEFORE sending incident reports, there are some prerequisites. First, ensure that
you have accurate times on all systerrs. This will assist with the correlation of the data
frommultiple systems (hosts, network sensors, firewalls, etc.). Also, it will assist the
incident handling organizations with the correlation of events from multiplesites.
Second, it is important to have well-established network security systerrs and
configuraions in place. If new firewall software, IDS sensor, firewall strategy, or IDS
configuraion is installed, thedaacould contain false positives. This could be
embarrassing to your organization and will cause additional work for the incident
handlers. Finally, send the reportsto alocal e-mail address and review the reports as they
would gppear to the recipients. Verify tha all information is correct. A week or so may
be required to correct any problems that arise, do not performtesting for just aday and
think that the software is working properly.

Our automated reporting system processes the data in several stages:

1. Filtering— Some incident handling organizations have guidelines on what datato
report. Theguideline tha our organization utilizes is based on astandard provided by
FIWC. Thebasic components of the guidelineare; a) ports of interest, b) # of packets
within 12 hours to asingle network address space, or c) # of packets within 12 hours
to multiple network address speces. Ports of interest can be found a
http://www.simovits. com/nyheter9902.html. The program performs two passes on the data
to determine which sources have met the criteria for theamourt of traffic and/or port
of interest.

2. DNS lookups—nslookups are performed on both source and destination addresses to
resolve the host names of the systens involved. The program creates a file and then
shells out to use the standard nslookup utility.

3. Whois lookups — whois queries are performed on the source addresses to identify the
ownership of the source network. The whois.arin.net, whois.ripenet,
whois.gpnic.ne, and is-1.nic.mil sites are queried. The results are analyzed to find
the entry that best describes the source nework.
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4. Resolve protocol/ports—the programlooks up the protocols and ports utilized in the
incident in afile maintained by IANA. It canberetrieved a
http://www.isi.edu/in-not es/iana assignm ents/port-numbers.

5. Ports of interest matching — the programinserts a comment noting the ports of interest
that were matched for each packet.

6. Report formatting— thedaacollected is formatted into the message format requested
by FIWC, as shown in Figure 2 onthe next page. Sincean incident can produce
numerous log entries, the data is summarized to the first and last twenty entries. A
total of the log entries is then listed in the report.

7. Report review— once the program has formatted all of the reports, each report is
displayed so that the analyst can review the information for conpleteness and
accurary, see Figure 1. If theanalyst detects an error, it can be corrected by selecting
the “ Edit Report” function. This function also permits theanalyst to insert additional
daa from other intrusion detection systens such as SHADOW or Short. Selecting
“Edit Report” brings up the report in WordPad to permit freeform editing of the
message. After exiting WordPad, the program reads the modified messageand
redisplays it. Finally, selecting “ Discard Report” skips thetransmission of the report.
This function is used when afalse positive is detected.

. Firewall Log Analysis [_[O] = .
Input Filename: # of Fecords 1958| Last Shell Command Help
IC:\adiVity‘-,DcMU?'l,log Rewewlng Processed |c:‘-,temp‘-,lookup.bat |

= Add
Starting Mg Serial # I i chﬂn AE i Ijl Last Status

Frocessed

|Processing source net# 9 |

Reviewing 1 of 9. ..

Send Report | Edit Repaort | Dizcard Report < Go Back |

—OWL3Z0010307.1 : domein probe @ i’
FOR OFFICIAL USE ONLY
ONLINE WARFARE & LOGEING ITITEMI | —OWLS)

1) INCIDENT DATE: 06 Mar Z001
2 PHYZICAT, LOCATION OF THE SY¥STEM ATTACKED:
3 HOW WAZ THE ATTACK IDENTIFIED:

This incident was detected by the firewall for maintained by the ACC
EY HOW ACCESS WAS OBTAINED:

No access was obtained, the firewall blocked the attempt.
5)  WVULNERABILITY EXPLOITED: None.
6) ACTIONS ATTEMPTED DURING IEISION:

[ )} COMPUTER INTRUSION:

[} ATTEMPTED INTRUSICN:

[} DENIAT OF SERVICE ATTACK:

() PROBE: [(domain)

N

4] | »

Figurel. NetGuard Gardian Firewall Log Analysis & Incident Reporting Tool Display.

8. Report transmittal — when the analyst selects “ Send Report” the incident report (see
Figure 2) issent viaan SV TPprogramcalled, “Blat”. This program can transmit any
file in various formats via SVITPto an e-mail server. The incident report is also
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formatted into HTM L (see Figure 3) to increase the readability of the message tha is
sent to local administrators for review.

OWLI20010307.10 : wvarious ports prokhe B Command Name
Comgranl Name ONLINE WARFARE £ LOGGING STSTEMS

1) IMCIDENT DATE: 07 Mar 2001
2] PHYSICAL LOCATION OF THE SYSTEM ATTACKED: Command Location
3] HOW Was THE ATTACEKE IDENTIFIED:
This incident was detected by the firewall mwaintained by the
Network Operations Group, Command & Code.
4] HOW ACCESS WAS OBTAINED:
No access was obtained, the firewall blocked the attewpt.
5 VULNERABILITY EXFPLOITED: None.
6] LCTIONS ATTEMPTED DURING SESSICN:
[ ) COMPUTEER INTRUSION:
[ ) ATTEMPTED INTRUSICON:
[ ) DENIAL OF SERVICE ATTACK:
({¥) PROBE: (wvarious ports)
[ ) OTHER 3USPICICOUS INCIDENT:
71 HIGHEZT CLAISIFICATICN OF INFORMATION INVOLVED: UNCLAISIFIED
8] EVALUATION OF ATTACE SUCCE3SS: Firewall blocked the attempt.
9] DAMAGE OQF EFFECTS RESULTING FROM ATTACEKE: None.
10) HARDWARE CONFIGURATICN: IN/A4
11} OQPERATING IY¥YITEM: N/A
12} SECURITY SOFTWARE INSTALLED: N/A
13) OQRIGINATION PCOINT OF INCIDENT:
192 .168.185. 106 eull6. st185-net74.ip.com
14) IMNDICATION OF ADDITICOMAL ACTIVITY:
Mo other traffic to the source address' network that was noted.
15) IF ADDRESS:
192.1658.67.203
16) MAMEZ TU3SED:
unassigned [192.165.67.203)
17) MISSICN OF SYSTEM ATTACKED (E.%. ADMINISTRATICN, COMMAMND AND
CONTROL, MEIZALGE HAMNDLIMG, ETC.): HNonexistent Host(s)
18) POINT OF CONTACT
NAME: HNetwork Operation Center
UNIT/COMMAND: Command Name
DN PHONE WNUMEER:
COMMERCIAL PHONE MUMEER:
POSITION (SYSTEM ADMINISTRATOR, ISSO, ETC.): MNMNetwork System Administrator
E-MATL ADDRESS:
. PLAIN LANGUAGE ADDREZS WITH APPROPRIATE OFFICE CODES:
H. MAILING Address:
19) ADDITICHWAL INFORMATICON (IE. LOG FILES)
Firewall Data:
Tue Mar 06 15:14:31 2001 Alert indicated in rule. Source 192.165.185.106:80, Destination
192.165.64.203:153558, protocol:é{cep).
Port of Interest Match: HMillenium Worm

Ly e I o R = I

Tue Mar 06 15:55:04 2001 Alert indicated in rule. 3ource 192.1658.188.106:25, Destination
192.165.65.194: 2285 (1lnvstatus), protocol:éiccp) .
Port of Interest Match: Hwl RAT

Total hits from source = Z1
Additional Narrative:
[vhois.ripe.net]

% Rights restricted by copyright. See http://wwy.ripe.net/ripence/pub-
services/db/copyright . html

inetnum: 192.168.0.0 - 192.168.197.255

netname :

Source: RIFE

END REPORT -- OWLSZ0010307.10 : various ports probe B Command Name

Figure2. Sample Automated Incident Report in Text Format.
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OWLS20010221.3 : unknovwn probe (& Command Name

Cominand Name ONLINE WARFARE & LOGGING STSTEMS MSWCDD-OWLS)

1) INCIDENT DATE: 20 Feb 2001
2)PHYSICAL LOCATION OF THE SYSTEM ATTACKED: Cormmand Location
3)HOW WAS THE ATTACE IDENTIFIED:
This incident was detected by the firewall maintained by Compmand & Code .
4 HOW ACCESS WAS OBTATNED:
No access was obtained, the firewall blocked the attempt.
5) VULNEERABILITY EXPLOITED: None.
6) ACTIONS ATTEMPTED DURING SESSION:
{ ) COMPUTEER. INTEUSION:
{ ) ATTEMPTED INTEUSION:
{3y DENIAL OF SERVICE ATTACEK:
(X) PROBE: (unknown)
() OTHER. 5USPICIOUS INCIDENT:
7y HIGHEST CLASSIFICATION OF INFORMATION INVOLVED: UNCLASSIFIED
3) EVALTUATION OF ATTACE SUCCESS: Firewall blocked the attermpt.
9 DANAGE OR EFFECTS RESULTING FROM ATTACEK: MNene.
10y HARDWARE CONFIGUEATION: N/A
11) OPERATING SYSTEM: IN/A
12) SECURITY SOFTWARE INSTALLED: IN/A
13) ORIGINATICH POINT OF INCIDENT:
192.168.8.192 local-server.carolina.com
Mo other traffic to the source address' netwotk: that was neted.
15) IP ADDERESE:
192.168.67.121
192.168.67.77

16) NAWES TTSED:
unassigned (192.168.67.121)

unassigned {(192.168.67.77)
17 MISSION OF SYSTEM ATTACKED (E. G ADWINISTREATION, CONMMWAND AND
CONTEOL, MESSAGE HANDLING, ETC.): Nonexistent Host{s)
18) POINT OF CONTACT
A NAWE: Network Operation Center
B. UNIT/COWMAND: Command Name
C. D3N PHONE NUWMEER:
D. COMMERCIAT PHOMNE NUMBEE:
E POSITION (SYSTEM ADWINISTEATOER, IS0, ETC.): Network System Administrator
F E-MATL ADDRESS:
G PLATN LAWGUAGE ADDRESS WITH APPROPRIATE OFFICE CODES:
H MATLING Address:
19) ADDITIONAT INFORMATION (IE. LOG FILES)
Firewall Data:

Tue Feb 20 18:3%:11 2001 Alert ndicated i rule. Source 192 168 8. 192:88, Destination 192 168.67.121:10240), protocoléitop).
Port of Interest hatch: NetSpy

Tue Feb 20 18:44:03 2001 Alert indicated in rule. Source 192168 8.192:88, Destination 192 168,67 77:10240), protocel&itcp).
Port of Interest hatch: NetSpy

Total hits from source = 2
Additional Marrative:

[whois. arin net]

Record last updated on 11-Jul-2000.
Database last updated on 21-Feb-2001 071210 EDT.

END REPCET -- OWLS20010221.3 : unknown probe @ Comenand Name

Figure3. Sample Automated Incident Reportin HTML For mat.
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PLANNED IMPROVEMENTS

Some organizations collect data regarding incidents from multiple sources. Firewalls,
routers, SHADOW, Sort, | SS RealSecure, VPN gateways, and host systens can provide
additional data about incidents. One method to collect the data into acentral location is
using syslog. Theversion of syslog tha our organization utilizes, Kiwi's Syslog
Daemon, permits data to be passad to an extemal programand database. Thenext major
version of theautomated incident reporting software will usethe database to perform
queries to extract the data collected from multiple systens fromthe database. This will
permit even more detailed information regarding incidents without requiring additional
personnel.

CONCLUSION

Reporting incidents to incident handling organizations permits themto provide better
solutions to information security problenms. Automeating incident reports for routine
scans, probes, and atacks that do not result in asystem compromise permits more
information to be sent to incident handling organizations with a minimum of human
intervention. Also, with the increasing number of incidents, automating the reports
reduces the data to a manageable level. This permits the analysts to concentrate on
improvements to informetion security systems and practices. Automated incident
reporting does not replace detailed analysis and reporting when asystem compromise is
suspected.
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